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Résumé

Les cyberattaques sont de plus en plus présentes dans Internet. Avec la montée en puissance de
I'Internet des Objets, le nombre d’objets connectés est en train d’exploser. La potentialité qu’un
botnet puisse lancer des attaques de déni de service distribué prends des proportions effrayantes
[92]. De nouveaux vecteurs d’attaques sont réguliérement découverts [1, 88|, rendant possible des
attaques d’'une ampleur inégalée.

Méme si des techniques de mitigation existent, leur efficacité et leur dynamique fonctionnement
restent peu étudiées. Le blackholing est une de ces techniques, utilisant les communautés pour
annoncer un besoin de mitigation. Si il n’est pas sécurisé, le blackholing peut devenir un vecteur
d’attaques.

Dans ce rapport, nous détaillons plusieurs vecteurs d’attaques dans Internet, ainsi que les solu-
tions pour prévenir ou mitiger les dégats causés par ces attaques. Deuxiémement, nous déterminons
une taxonomie des attaques utilisant le blackholing. Ensuite, nous décrivons de bonnes pratiques
ainsi qu’une solution de sécurité contre ces attaques. De plus, nous concevons un outil qui permet
de détecter les attaquants potentiels.

Abstract

Attacks are more present than ever in the Internet. With the rise of the Internet of Things
(IoT), the number of connected devices is exploding. The potential of a botnet to launch massive
Distributed Denial of Service attacks (DDoS) is taking scary proportions [92]. New attack vectors
[1, 88] are being discovered and are enabling the largest attacks we have ever seen.

While techniques to mitigate DDoS attack exist, little is known about the efficiency of these
techniques and their dynamics. Blackholing is one of them, using BGP communities as one of the
vectors to announce the need for mitigation. If not secured, blackholing can be a vector of attacks.

In this report, we first review existing attack vectors in the Internet, and current solutions to
prevent or mitigate damage caused by these attacks. In a second time, we determine a taxonomy of
attacks using blackholing. Then, we describe good practices and a solution to secure against those
attacks. In addition, we design a tool allowing the detection of potential attackers.
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Chapter 1

Introduction

1.1 The ICube laboratory

This internship was executed within the network research team of the ICube laboratory [58].
Created in 2013, ICube hosts around 650 members coming from the University of Strasbourg,
the French National Center for Scientific Research (CNRS) [21], the ENGEES [31] and the INSA of
Strasbourg [59], working together in the fields of engineering science and computer science.
The research component of ICube (Figure 1.1) is divided into four departments:

The Computer science department

The Imaging, robotics, remote sensing and biomedical department
The Solid-state electronics, systems and photonics department
The Department of mechanics

Those departments are themselves composed of multiple teams (16 overall) working on a wide variety
of subjects, from computer science to civil engineering and medical imaging.

Managed by Prof. Pierre Gangarski, the Computer science department is split into six different
teams:

The Geometry and Computer Graphics teams (IGG)

The Networks team

The Scientific and Parallel Computing team (ICPS)

The Data Science and Knowledge team (SDC)

The Complex Systems and Translational Bioinformatics team (CSTB)
The IMages, leArning, Geometry and Statistics team (IMAGeS)

1.1.1 The network research team

The network research team managed by Prof. Thomas Noel is composed of 11 faculty members, one
engineer and six PhD students. It focuses on two research topics:

e The Internet of Things, which focuses on study and design of efficient algorithms and protocols
for the interaction of constrained smart devices with the physical world.

e Core networks, which focuses on the study and design of topologies, algorithms and policies
related to the way data is exchanged over computer networks.

The team is also involved in research projects such as FIT /IoT-LAB [36].

I was a part of the network research team for six months as an intern, as part of the final-year
internship to complete my master’s degree. In this context, I had the chance to work with Prof.
Cristel Pelsser as well as Associate Prof. Stéphane Cateloin.

During this period, we focused our efforts on determining how blackholing, a technique used
to mitigate Distributed Denial of Service attacks, could be used with malicious intent in routing
attacks. We then focused on finding ways to avoid those attacks and building a tool capable of
detecting potential attackers.
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Figure 1.1: Detailed organizational chart of the ICube laboratory [57]
1.2 Routing in the Internet

The Internet is composed of multiple networks called Autonomous Systems (ASes). These
networks are interconnected by a routing protocol called the Border Gateway Protocol (BGP),
which provides and maintains reachability between hosts across those networks. In this section, we
will present an overview of BGP and its intricacies, as well as the structure of the Internet in general.

1.2.1 The Border Gateway Protocol

The Border Gateway Protocol [100] is the de-facto inter-domain routing protocol in the Internet. Its
primary function is to allow ASes to communicate with others by exchanging reachability informa-
tion. An AS has at least one border router (also called a BGP speaker) that can communicate
with other ASes using BGP. Some ASes forward only their own traffic (stub ASes), while some
provide services to other ASes to forward their traffic (transit ASes). Relationships between ASes
will be detailed in Subsection 1.2.3.

BGP is a path vector protocol: every time a BGP speaker announces a route (i.e. a possible

path to a given destination in the Internet), the advertisement saves the identification number (AS
Number (ASN)) of each AS it went through in its AS path attribute.
Figure 1.2 illustrates this process. In Figure 1.2a, AS 10 announces a route to AS 20, which forwards
it to AS 30 and AS 40 and so on. Table 1.2b shows the evolution of the AS path for this route.
AS 40 must choose one of the two advertisements, and picks the one with the shortest AS path. In
reality, this decision process is much more complex, and is detailed in Subsection 1.2.2. To join AS
10, AS 50 has a route with the AS path attribute set to “40 20 10”. The rightmost AS in the AS
path (here, AS 10) is the one who originated the prefix. This AS is called the Origin AS.

BGP messages

BGP speakers can send numerous types of messages to their peers:

OPEN;, used to establish a connection between two BGP speakers.

UPDATE, used to exchange reachability information with another AS.
KEEPALIVE, used to check if a BGP speaker is still reachable.

NOTIFICATION, used to inform another BGP speaker that an error has occurred.
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(a) Propagation of a BGP advertisement

AS Number Received AS path Sent AS path

AS 10 - 10

AS 20 10 20 10

AS 30 20 10 30 20 10
20 10

AS 40 30 20 10 40 20 10

AS 50 40 20 10 -
(b) Evolution of the AS path towards AS 10

Figure 1.2: BGP advertisement propagation and respective AS paths

UPDATE messages are used by BGP speakers to send and withdraw their routes. Each UPDATE
message contains:

e A destination prefix (a block of IP addresses).
e BGP attributes bound to this prefix.

These BGP attributes include BGP communities.

BGP communities

BGP communities [17] are labels that can be used to induce a special behaviour for the announced
routes, or pass additional information to BGP peers. The COMMUNITIES attribute is an optional
and transitive set of four octet values, each of which specifies a community. Communities are usually
encoded using an ASN in the first two octets, and a value in the last two octets, noted as ASN:value.

Some of the community values have global significance and should be treated appropriately as
specified by [17]. Those communities are referred to as well-known communities:

e NO EXPORT: Routes carrying this community must not be advertised outside a BGP con-
federation' boundary or outside a stand-alone AS.

e NO ADVERTISE: Routes carrying this community must not be advertised to other BGP
peers.

¢ NO EXPORT SUBCONFED: Routes carrying this community must not be advertised to
eBGP peers (including inside a BGP confederation).

BGP speakers receiving a route may append or modify the COMMUNITIES attribute when
propagating the advertisement to its peers. Extended communities [109] were subsequently defined
to introduce an extended value range and provide a structure to communities with the addition of
a Type field. Large communities [45] were then defined to account for four octet ASNs [122]. These
communities are represented as an ASN and two operator-defined values, noted ASN:value:value.

A BGP speaker will send an UPDATE message every time it needs to announce a new route to
a destination, if attributes bound to the route have changed, or if the BGP speaker can no longer
reach a destination.

1AS divided into multiple internal sub-ASes to reduce iBGP mesh size, but still advertised as a single AS to
external peers.
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Import Export
policies policies -
: : Adj-RIB-Out

Loc-RIB
Adj-RIB-Out

Figure 1.3: Routing information base of a BGP speaker

Step Discriminant

1 Highest local-pref (economic considerations)
2 Shortest AS path (performance)
3  Lowest origin type (IGP < EGP < INCOMPLETE)
4 Lowest MED (cold potato routing)
5 eBGP-learned over iBGP-learned

6  Lowest IGP cost (hot potato routing)
7 Oldest external path (route-flap)
8  Lowest router-id (arbitrary tie-break)

Table 1.1: Standard BGP route ranking process

1.2.2 BGP route selection

It is possible for an AS to receive multiple routes to the same destination, with different attributes.
In that case, the AS must rank these routes and choose the best one according to its policies and
the attributes of each route. This process takes several steps, which are described below.

A BGP speaker maintains all the reachability information in its Routing Information Base
(RIB), which is structured in three sets (Figure 1.3):

e Adj-RIB-In: routes learned from its neighbors.

e Loc-RIB: routes selected from Adj-RIB-In by applying import policies. This is the routing
table used in the actual routing.

e Adj-RIB-Out: routes selected from Loc-RIB, which the router will announce to its neighbors.
For each neighbor, the router creates a specific Adj-RIB-Out based on export policies.

If multiple routes to the same destination are validated by the routers’ import policies, they will
be ranked based on their attributes, and the best route will be stored in the Loc-RIB. A standard
ranking process can be found in Table 1.1. The ranking process considers all routes step by step,
and selects the first one being better than the others as best route. Once the best route has been
determined, the router may export it to a peer based on its export policies (Figure 1.3). It is
important to keep in mind that while an AS has fine control over routes it sends to its neighbors, it
also has very few control over routes it receives (MED is the only discriminant and only indicates a
preference).

It is also important to take into account the specificity of the prefix. Indeed, most ASes will not
accept advertisments beyond a certain level of specificity (Section 6.1.3 of [30]). As of today, it seems
that prefixes longer than /24 for IPv4 and longer than /48 for IPv6 are generally not announced
nor accepted [113, 33].

1.2.3 AS relationships

As said earlier, the Internet is composed of multiple ASes (more than 60000 ASes advertised as
of 2018-08-13 [112, 55]), which are interconnected by BGP. However, an AS cannot have a direct
connection with every other AS. The Internet has a hierarchical structure. An AS can have peers,
customers and providers.

Figure 1.4 shows a hierarchical representation of the Internet, with examples of some relationships
between ASes. Relationships between ASes follow economical relationships: a stub AS may be the
customer of a transit AS, which in turn may have a provider (customer-provider relationship). ASes
can also transit each other’s traffic for free, thus creating a peer-to-peer relationship. The ASes at
the top of the hierarchy are called Tier one ASes. Tier one ASes do not have any providers, and are
all peering with the other Tier one ASes in a full-mesh, to enable global connectivity in the Internet.

4
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peer - - ____. peer

customer —— provider

Stub
—_—
Transit

Figure 1.4: Hierarchical representation of the Internet

This now standard model of routing policies was developed by Gao and Rexford [37, 38]. The
Gao-Rexford model supposes that all ASes apply the following:

e import: Prefer routes learned from a client (customer routes) over routers learned from a peer
(peer routes). Prefer peer routes over routes learned from a provider (provider routes).

e export: Export customer routes to all neighboring ASes, and export peer or provider routes
to customers only.

The import rule models ASes’ incentives to send traffic along customer routes (which generate
revenue), as opposed to peer routes (which do not generate revenue) or provider routes (which come
at a monetary cost). The export rule models ASes’ willingness to transit traffic from one neighbor
to another only when paid to do so by a customer.

If every AS follows precisely those directives (and no AS is an indirect provider of itself), BGP
convergence to a stable state is guaranteed. This set of policies induces a topological property on
the AS path: after going through a provider-to-customer or a peer-to-peer link, the traffic cannot go
through a customer-to-provider or a peer-to-peer link again. Those AS paths are called valley-free.

It is worth noting that while an AS is not obliged to strictly follow those rules, most of them
do so [41] because they make economical sense: On Figure 1.4, if AS 30 exports routes it learned
from its provider (AS 10) to its peer (AS 40), AS 30 takes the risk of AS 40 using those routes, thus
paying for AS 40s’ traffic.

1.2.4 Internet eXchange Points

Internet eXchange Points (IXPs) are infrastructures enabling ASes to exchange Internet traffic.
Entities such as Internet Service Providers (ISPs) and Content Delivery Networks (CDNs)
connect to IXPs to reduce transit costs and shorten distances to other networks. Instead of paying
a provider for transit, a member can peer through an IXP, thus only paying the shared cost of the
infrastructure.

While the most common type of peering at an IXP was bilateral (between two ASes), overhead
and scaling issues led IXP members to multilateral interconnection. Multilateral interconnection
(between three or more ASes) is achieved by means of a third-party brokering system: the route
server [60]. Each IXP member announces its routes to the route server, which then forwards
them to each other IXP member. The route server does not transit traffic itself, only reachability
information.

1.3 Distributed Denial of Service attacks

A Denial of Service (DoS) attack is an attack trying to make a machine, service or network
unavailable [44]. The attack works by flooding the target with requests in an attempt to overwhelm
it, thus exhausting available resources and preventing legitimate requests from being fulfilled.

A Distributed Denial of Service (DDoS) attack is simply a DoS attack originating from
multiple sources. The distributed nature of such attacks makes them all the more dangerous, as it
is impossible to stop the attack by blocking a single source.

These attacks can be motivated by multiple reasons, including but not limited to revenge [62],
activism [98], vandalism [99], financial reasons |72, 29| , political reasons [10], ...
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Request

Response

Response

Figure 1.5: Reflection attack [108] Figure 1.6: Amplification attack [108]

In this section, we will present an overview of DDoS attacks. DDoS attacks usually use two
important mechanisms: reflection and amplification. Reflection is detailed in Subsection 1.3.1, while
amplification is described in Subsection 1.3.2.

1.3.1 Reflection

In a reflection attack, the attacker spoofs the IP address of the victim in order to redirect the traffic
they send to third parties. This serves many goals:

e Attackers effectively hide their identity from the victim, as all the attack traffic comes from
benign third parties.

e Attackers can trigger attacks coming from different geographic or topological regions.

e Attackers do not receive responses, saving their available bandwidth.

Figure 1.5 portraits a reflection attack, where an attacker sends a spoofed request to a reflector,
which directs the response to the victim.
Reflection attacks are often used in conjunction with amplification attacks.

1.3.2 Amplification

In an amplification attack, the attacker tries to exploit vulnerabilities in Internet protocols to amplify
the amount of traffic they can use for an attack. Indeed, some protocols have a higher response
payload size than the requests and thus can be used to amplify the attack volume.

Conducting an amplification attack can have multiple benefits:

e Attackers save bandwidth on their network uplink.
e Attackers obfuscate their identity, as amplified attack traffic comes from third parties.
e Attackers can trigger attacks coming from different geographic or topological regions.

Figure 1.6 depicts an amplification attack, where an attacker sends a request to an amplifier,
and gets an amplified response. In this scenario, the victim of the attack is either the network
between the attacker and the amplifier, or the amplifier itself. It is also important to note that in
this scenario, the attacker must be able to withstand potential response traffic, or to make sure he
does not receive it. The latter can be accomplished by address renewals, or simply as a result of a
successful attack.

The amplification factor of an attack X (P) for a protocol P is the ratio of the total number of
bytes in the amplified traffic’> and the number of bytes sent by the attacker?, as shown in Equation
1.1 [108].

number _of response bytes(P)

X(P) =

number of request bytes(P) (1.1)
Many protocols have been used in amplification attacks over the years. As of now, CLDAP is
the most used protocol for this type of attack (29.4% of UDP reflection and amplification attacks in
the last three months as of 2018-08-13 [91]).
While the surge in CLDAP attacks is relatively recent, DNS was the more popular choice for a
long time. This is not surprising considering that at the time of writing, more than 10 million open
DNS resolvers® currently “pose a significant threat” to the Internet [79], although this number

2Explicitly including headers, padding and payloads of all protocols involved, such as Ethernet, IP, UDP or the
application-level protocol.
3Public DNS servers configured to respond to hosts outside of their domain.



CHAPTER 1. INTRODUCTION 1.3. DDOS ATTACKS

Request Response

Request Response

Response —
Victim

Request Response

Request Response

Request Response

Botnet

Figure 1.7: Combining reflection and amplifica- Figure 1.8: Botnet [108]
tion [108]

seems to be decreasing over time. Moreover, [106] finds that it only takes 92.5 seconds to get a list
of 100,000 open DNS resolvers, making it quite easy to exploit them for DDoS attacks. [106] also
finds that open DNS resolvers allow for an amplification factor of 64.1 (AF=64.1%).

UDP is often the preferred transport layer protocol in DDoS attacks (74.2% of DDoS attacks
in the last three months as of 2018-08-13 [91]), as it offers the benefit of being stateless. It has no
internal mechanism to verify the source of packets. Other UDP-based services have thus been used
in amplification attacks, including but not limited to SSDP (AF=75.9%), SNMP (AF=11.3%) or
even NTP (AF=4670%) [106].

There are other ways to amplify attack traffic volume. For example, an attacker may send
requests (ICMP in the case of Smurf attacks; CharGen in the case of Fraggle attacks) to the
broadcast address of networks whilst spoofing the IP address of victims. In this case, the routers
receiving the requests act as amplifiers.

Amplification can also come from the amplified number of messages, rather than their amplified
size. For example, networks running NTP can be subject to fork loops attacks, where requests
are sent between SIP proxies indefinitely and at least one extra request is generated every iteration
[108].

Amplification and reflection are very frequently used together in DDoS attacks (70% of all attacks
as of 2018-08-13 [91]).

1.3.3 Combining Reflection and Amplification

Figure 1.7 shows a DDoS attack combining reflection and amplification. An attacker sends spoofed
requests (reflection) to multiple amplifiers, which then direct their amplified responses to the vic-
tim. Such an attack is often called a Distributed Reflective Denial of Service (DRDoS).
This combination allows an attacker to benefit from the advantages of using both reflection and
amplification.

Rather than sending himself all the requests to the amplifiers, an attacker can also make use of
a botnet.

1.3.4 Botnets

When an attacker obtains access to a significant number of machines, by compromising them or by
other methods, he can use them in coordination in what is called a botnet.

Figure 1.8 portraits such a botnet performing a DDoS attack. An attacker sends a command
to all the bots under his control, making them send spoofed requests to multiple amplifiers, which

4Note that Rossow used a different equation for the amplification factor, only focusing on the number of UDP
payload bytes.
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direct their amplified responses to the victim.
This type of attack [92, 8, 126] is predicted to grow more lethal and prominent over time.

1.4 Blackholing: a DDoS mitigation technique

Fortunately, there are multiple ways to mitigate DDoS attacks [106, 108|, some proactive and others
reactive. This section lists some of the tools one can use to mitigate DDoS attacks, and details one
in particular: blackholing. Figure 1.9 summarizes those tools.

Proactive techniques include:

e Designing protocols while taking into account its amplification factor, trying to reduce it.

e Reducing the number of amplifiers available to attackers.

Implementing Response Rate Limiting (RRL), reducing the rate at which servers respond
to a high amount of forged queries.

Using sessions for UDP, to be able to verify the source of packets.

Filtering spoofed packets.

Making use of anycast, spreading the load of the DDoS attack.

Reduce the attack surface via Access Control Lists (ACLs).

DDoS can also be dealt with in a reactive way. As soon as a DDoS attack is detected, a victim
could activate its traffic scrubbing, or buy such a service from a third party. Traffic scrubbing is
a (paying) service where a third party processes the victim’s incoming traffic, detects and mitigates
the attack, and then forwards the legitimate traffic to the victim. This is done via centralized data
cleansing stations called scrubbing centers. Traffic scrubbing can be activated on demand, when an
attack is detected. In this case, traffic is redirected to the scrubbing centers via DNS or BGP. Traffic
scrubbing can also be activated by default. In this case, traffic always goes through the scrubbing
centers before reaching the destination.

While filtering provides a great amount of flexibility, it runs into scalability issues in terms of
the number of entries and the packet rate. Most routers are able to forward traffic at a much higher
rate than they are able to filter, and are able to hold more forwarding table entries than filter entries
[67]. A mitigation technique based on forwarding, such as blackholing, is thus much more scalable.

Blackholing [119, 67] allows an AS to specify that a set of routers or a network should discard any
traffic destinated towards a specified IP prefix. This is also often referred to as Remote Triggered
Black Hole (RTBH) filtering.

The primary use of blackholing is to discard all traffic destinated to a prefix under a DDoS
attack. Dropping the traffic makes the specified prefix unreachable, thus fulfilling the goal of the
attack, but the effects of the DDoS attack on the network infrastructure and other potential services
are mitigated.

Figure 1.10 depicts a DDoS attack being stopped by blackholing. On the left (Subfigure 1.10a),
Server 1 is receiving a DDoS attack. An advertisement is thus sent to the border router (Subfigure
1.10b), discarding all traffic destinated to Server 1, preventing collateral damages on the infrastruc-
ture and other potential services.
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Figure 1.10: DDoS attack and mitigation by blackholing

Conceptually, the simplest way of requesting a blackhole is to call the network operator. After
a phone call, the operator can manually activate blackholing on its routers. This method is highly
unpractical and very slow, especially considering that the attack is ongoing even before phone calls
are being made.

This is why automatic methods of blackholing are preferred. Blackholing is usually done through
BGP, in two steps:

1. Send a trigger to the routers or networks that should blackhole the prefix.
2. Upon receiving a trigger, reroute the traffic destinated towards the specified prefix to a null
interface.

1.4.1 Blackhole triggers

There are multiple ways to implement the trigger. [64] mentions the use of out-of-band BGP sessions
with a special BGP speaker, but the two main methods are iBGP next hop triggers and BGP
community triggers.

iBGP next hop trigger

Originally, a router of the AS wanting to blackhole a prefix would send a customized iBGP adver-
tisement to other routers in the AS, modifying the next hop of the prefix to be blackholed.

The new next hop would often belong to private address space [101], as most routers in the
Internet have static routes pointing those addresses to the null interface’.

A router receiving this customized iBGP advertisement would update its forwarding table, result-
ing in the blackholed prefix being rerouted to the null interface of the router, thus being discarded.
The scope of this trigger is local to the AS, as it propagates only through iBGP and does not cross
AS borders.

Rerouting traffic to the null interface makes the blackholed prefix unreachable to the attacker and
everyone else, but also has the undesirable side effect of making the blackholed prefix unreachable
even to the local AS, as all the routers of the local AS will route traffic for this prefix to the null
interface. To prevent this, [119] describes a new way to implement the trigger, to target only a set
of routers for blackholing and maintain reachability of the blackholed prefix in the local AS, using
BGP communities.

BGP community trigger

The operator of the local AS defines a unique community for each border router in its AS that could
possibly receive attack traffic. The operator can also assign a community to a set of border routers,
or all border routers.

5[67] also mentions the use of addresses in 192.0.2.0/24 [56], while [46] mentions use of address blocks reserved for
documentation [4] and defines a specific discard prefix for IPv6, 0100::/64.
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The community used for the trigger is defined by the operator of the network, but [64] defines
a new well-known BGP community for operational ease, BLACKHOLFE, which takes on the value
ASN:666. [65] lists interesting information about the acceptance status of [64], namely supporting
ISPs and IXPs, supporting software and supporting BGP speakers and manufacturers.

Then, border routers which will possibly blackhole traffic are configured with a static route
pointing a private address (or equivalent) network to a null interface. Upon receiving an iBGP
advertisement, a border router applies the following:

1. Match for a community value defined as a blackhole trigger.

2. Match the AS path to locally generated BGP advertisements.

3. Set the next hop to a private address (or equivalent) network.

4. Overwrite the trigger community with the community NO ADVERTISE.

Blackholing is then triggered by sending a customized iBGP advertisement for the prefix to be
blackholed and carrying the trigger community. The NO EXPORT community is also added to
this iBGP advertisement, to prevent it from crossing AS boundaries. The scope is thus local to the
AS.

Using the match on blackhole communities, the next hop on non-triggering routers will be pre-
served, thus preventing traffic originating from the local AS and destinated to the affected prefix
from being discarded. Matching locally generated advertisements prevents eBGP peers from mis-
using the community trigger to make the local AS blackhole any specified prefix. Overwriting the
trigger community with the community NO ADVERTISE prevents the router from propagating
the advertisement to other routers.

If the operator of the local AS can determine from which routers the attack is coming from
(Subsection 1.4.3), traffic destinated to the affected prefix and coming from routers not receiving
attack traffic can also be routed appropriately by not triggering those routers.

The BGP community trigger is superior to the iBGP next hop trigger, but is harder to implement.

1.4.2 Source-based blackholing

Until now, traffic was always blackholed based on the destination of packets. A disadvantage of
destination-based blackholing is that all traffic towards the blackholed prefix is discarded, including
legitimate traffic.

Even though collateral damage to other systems and/or networks is reduced, one could argue
that blackholing a prefix does more damage to this prefix than the DDoS attack itself, as it effectively
takes the prefix offline, the goal of the DDoS attack in the first place. If a network operator could
identify the sources of an attack, it would be much more convenient to discard traffic based on the
source address of packets, as it would leave legitimate traffic unaffected.

[67] describes a way to blackhole traffic based on source address. This method makes use of
unicast Reverse Path Forwarding (uRPF) [6] and will drop all traffic going to®/coming from
the address. “uRPF performs a route lookup of the source address of the packet and checks to see
if the ingress interface of the packet is a valid egress interface for the packet source address(strict
mode) or if any route to the source address of the packet exists (loose mode).” [67]. If the check
fails, the packet is dropped.

Strict mode will drop all ingress traffic if the best path back to the source is not the interface
from which the traffic was received. Loose mode will drop all ingress traffic if no route back to the
source exists. Some loose mode implementations also drop traffic if the route points to an invalid
next hop (null interface), allowing source-based blackholing to work with the loose mode of uRPF.

The setup for source-based blackholing is the same as destination-based blackholing using com-
munities, with the addition of enabling uRPF. Here as well, the blackholing is triggered by a BGP
advertisement set with the appropriate community value and IP prefix, which will change the next
hop of packets destinated to this prefix to the discard interface, thus causing the uRPF check to fail,
and the traffic to/from this prefix to be dropped.

1.4.3 Blackholing analysis

A network operator may want to analyze the blackholed traffic, or have a way of knowing whether
an attack is over or not. This can be achieved in multiple ways.

5Dropping traffic to the address is a side effect of uRPF, as there is no more valid route towards the source.

10
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ICMP unreachable messages

As traffic is redirected to the null interface, routers should send ICMP unreachable messages to the
source of the packets. To locate from which routers the attack traffic is coming from, the local AS
can hijack one of the identified source addresses of the attack, announcing the address as its own
into BGP. The device assigned with the address will receive the ICMP unreachable messages, which
can reveal which routers are receiving attack traffic.

Note that this technique can only be used with destination-based blackholing and source-based
blackholing with strict mode uRPF. Hijacking an address while using source-based blackholing with
loose mode would cause the uRPF check to succeed, as a valid route towards the source exists,
causing the attack traffic coming from this address to reach the victim.

Counts, sniffers and sinkholes

When a router blackholes traffic, it could count the number of drops, providing some information
on the volume of the attack and reveal whether the attack is ongoing or over [67].

A way to capture the dropped traffic for further analysis is to install a sniffer on the spanned
port of a switch [119].

Another way of capturing traffic is to redirect it to a sinkhole device, by reannouncing the
attacked prefix, or a prefix that covers it into iBGP, with the sinkhole device as a next hop [119].
This has the same downside as the next hop blackhole trigger, as the traffic of the local AS will not
be able to reach the legitimate destination and will be sucked into the sinkhole.

Sinkhole tunnels

A better alternative to sinkhole devices described in [119] is using sinkhole tunnels. A sinkhole
tunnel is implemented on each border router that could possibly receive attack traffic. Using the
same community trigger system, one could re-route traffic through the tunnel instead of to the null
interface, where a sniffer could capture the traffic’. After exiting the tunnel, traffic can be routed
to the legitimate destination, as the next hop won’t be changed except for routers triggered by the
blackhole community.

1.5 Problem statement

The objective of this internship is to review how blackholing can be misused as an attack vector,
and what can be done to prevent or mitigate those attacks. Routing attacks in the Internet already
exist, allowing attackers to block communications, redirect traffic, eavesdrop on communications or
even send spam. The first goal of this internship is to determine in which ways blackholing can be
abused, and thus construct an attack taxonomy of blackholing.

Fortunately, techniques to prevent or mitigate routing attacks already exist. Altough they are
often lacking, they provide a basis on which we can improve to make blackholing and the Internet
in general safer. The second goal of this internship is thus to determine good practices and security
solutions to prevent the potential misuse of blackholing.

1.6 Outline

Considering routing attacks and defenses (Chapter 2), we construct an attack taxonomy using black-
holing as an attack vector (Chapter 3). We detail good practices and implementations to protect
against such attacks (Chapter 4), and present a tool to detect potential attackers (Chapter 5). Fi-
nally, Chapter 6 concludes this report by reviewing various contributions and describing the possible
perspectives and areas of future work.

Appendix A gives more details on the inner workings of the Resource Public Key Infrastructure,
while Appendix B gives more details on the behavior of the tool.

" As traffic passes through the tunnel, one could also implement rate-limiting policies, Quality of Service (QoS)
policies or ACLs, to drop attack traffic (traffic scrubbing). This can be especially useful if those techniques cannot be
implemented at border routers due to hardware or software limitations.

11



Chapter 2

Scientific context

In order to see how blackholing can be misused in routing attacks, we first need to look at already
existing routing attacks, namely BGP hijacking.

2.1 BGP routing attacks

BGP was designed when security was of little concern and attacks were nowhere near as danger-
ous as today. As BGP is inherently based on trust, routing anomalies can occur [78], caused by
misconfiguration or malicious intent.

In this section, we will talk about some of these routing anomalies, namely BGP hijacks and
BGP leaks.

2.1.1 BGP hijacking

BGP is a distributed protocol, lacking authentication of routes. This allows ASes to advertise
illegitimate routes for prefixes they do not own, attracting some or all of the traffic to these prefixes.
Those advertisements propagate and pollute the Internet, affecting service availability, integrity, and
confidentiality of communications [111]. This phenomenon is called BGP hijacking (also referred to
as prefix hijacking or IP hijacking).

Hijacks can be caused by misconfiguration [104, 116, 24], or with malicious intent, possibly
motivated by retaliation [114], information gathering [75], economical reasons [43, 42, 77| or political
reasons |[76]. When a hijack is caused by misconfiguration, the event is referred to as a route
leak/BGP leak, but they are similar in form and effect to hijacks. Ome could argue that BGP
hijacks and BGP leaks usually differ in size, as a leak usually involves the hijack of a significant
amount of prefixes, whereas a hijack done with malicious intent tends to be smaller in size.

A hijacking example

On Figure 2.1, AS 10 (the victim) advertises a route for the prefix 10.1.0.0/16. The hijacker (here
AS 40) can fake a direct connection to this network and advertise 10.1.0.0/16 to AS 30. Preferring
the shorter AS path, AS 30 will choose a new best route going through AS 40, and forward the
hijack to AS 20. AS 20’s original route is already the best one, so it does not accept the hijack and
does not forward the advertisement to AS 10.

2.1.2 Hijacking taxonomy

Hijacking can take many forms. In [111], the researchers develop an attack taxonomy classifying
those hijacks. This taxonomy is based on a common and general hijacking threat model [110]. An
attacker controls a single AS and its border routers. He also has full control of the control plane
and the data plane within its own AS. The attacker can arbitrarily manipulate the advertisements
that it sends to its neighboring ASes and the traffic that crosses its network. He has no control over
advertisements and traffic exchanged between two other ASes. Their taxonomy is based on three
dimensions:

e The manipulation of the AS path.
e The affected prefix.

12
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Figure 2.1: Hijack message propagation and respective AS paths

The way (hijacked) data traffic is treated.

To illustrate those hijack types, let us reconsider Figure 2.1, where AS 10 (the victim AS) owns
and legitimately announces 10.1.0.0/16, and AS 40 is the hijacking AS. For the sake of simplicity,
a BGP advertisement is noted as an announced prefix tagged with an AS path. For example,
{AS20,AS10-10.1.0.0/16} is a BGP advertisement for prefix 10.1.0.0/16 with AS path {AS20,AS10},
originated by the legitimate AS (AS 10). In their paper, they first classify by AS path manipulation,
creating three categories of hijacks:

Origin AS (or Type-0) hijacking: The hijacker announces as its own a prefix that it is not
authorized to originate (e.g. {AS40 - 10.1.0.0/16}). This type of hijack is sometimes called
prefix re-origination, and is the most commonly observed type of hijack [111].

Type-N hijacking (N > 1): The hijacker announces an illegitimate path for a prefix it does not
own, creating fake adjacencies between ASes. The path contains the ASN of the hijacker as the
last hop (e.g. {AS40,AS20,AS10 - 10.1.0.0/16}). Here, AS 40 creates a fake adjacency between
itself and AS 20. The position of the rightmost fake link in the forged advertisement determines
the type. For example, {AS40,AS10 - 10.1.0.0/16} is a Type-1 hijacking, {AS40,AS20,AS10 -
10.1.0.0/16} is a Type-2 hijacking, etc.

Type-U hijacking: The hijacker leaves the legitimate AS path unaltered.

The second discriminant is the affected prefix:

Exact prefix hijacking: The hijacker announces a path for the exact same prefix that is an-
nounced by the legitimate AS. Since shortest AS paths are typically preferred, only part of
the Internet that is close to the hijacker (in terms of AS hops) switches to route towards the
hijacker.

Sub-prefix hijacking: The hijacker announces a more specific prefix, i.e., a sub-prefix of
the prefix of the legitimate AS. For example, AS 40 can announce {AS40 - 10.1.0.0/17} or
{AS40,AS10 - 10.1.0.0/17}. Since routes to more specific prefixes are preferred, the entire
Internet traffic is sent towards the hijacker to reach the announced sub-prefix. Note that
since most routers do not accept BGP advertisements containing a prefix past a certain length
(usually /24) to reduce routing table size, a sub-prefix hijack advertising a /25 or more may
not be very effective, as the advertisements will be dropped.

Squatting: The hijacker AS announces a prefix owned but not (currently) announced by the
owner AS.

The last discriminant is the way the data-plane traffic is handled. Once the hijack is accom-
plished, the attacker attracts some or all of the traffic originally destinated to the hijacked prefix to
his own AS. The attacker can then [128, 111]:

Drop the packets (Blackholing).

13
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e Impersonate the AS and its services by responding to the victims (Imposture).
e Eavesdrop on the traffic and forward it back to the victim (Interception/Man-in-the-Middle)
[25].

e Send spam [121], and/or carry out other activities.

According to this taxonomy, the hijack depicted in Figure 2.1 is a Type-0 exact prefix hijack, as
AS 40 re-originates 10.1.0.0/16.

Note that this taxonomy can be extended, as it does not cover cases where, for example, the
hijacker possesses two or more ASes.

Given the size of the Internet, it is impossible to replace BGP with a more secure protocol. This
has to be done incrementally by evolving BGP [83]. Fortunately, techniques exist to protect oneself
against hijacks, and make sure received advertisements are legitimate.

2.2 AS path validation

When receiving an advertisement, a router might want to verify that the included AS path is
legitimate. This process can be broken down in two validation steps:

e Origin validation: Does the Origin AS have a right to announce this prefix?
e Path validation: Does the sequence of ASes in the AS path reflect the sequence of ASes
crossed by this advertisement?

2.2.1 Origin validation

Origin validation can be achieved through the Internet Routing Registry (IRR)! or the Re-
source Public Key Infrastructure (RPKI)?2.

The Internet Routing Registry

The IRR is a distributed routing database, which provides among other things a way to verify which
prefix belongs to which AS. Other public registries of network routing information, like the Routing
Assets Database (RADD) [81], provide this feature. Use of the IRR/RADD as a means of verifying
the origin of an advertisement might be compromised by the fact that IRR/RADDb records are not
fully secure/reliable, contain numerous errors and are incomplete [40, 115, 83].

The Resource Public Key Infrastructure

The RPKI [69] is a distributed, hierarchic public key infrastructure. It allows prefix holders
(legitimate holders of IP address space) to emit digitally signed routing objects attesting that a
given AS is authorized to originate routes to (a subset of) those prefixes. This way, a given AS can
verify that the Origin AS present in a given advertisement is authorized to originate the prefix.

RPKI is independent of BGP: BGP does not need to be modified to allow RPKI to function.
An advantage of RPKI over IRR/RADD is that the mapping of prefixes to origin ASes is formally
verifiable [87].

RPKI is actually composed of three elements:

e The RPKI.
e Digitally signed routing objects.
e A distributed repository system to hold the objects.

Resource certificates

Certificates in the RPKI are called resource certificates, and attest to IP address or ASN holdings.
As such, when prefix holders in the RPKI want to delegate an address block to another entity, they
can sign a resource certificate attesting of this delegation. This means every resource holder in the

'http://www.irr.net/
?Defined by the Internet Engineering Task Force (https://www.ietf.org/), and more specifically the Secure Inter-
Domain Routing working group (https://datatracker.ietf.org/wg/sidr/charter/).
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RPKI has a resource certificate attesting of such ownership, and assumes the role of Certification
Authority (CA).

It is worth noting that certificates do not attest to the identity of the prefix holder, RPKI is
intended to provide authorization, not authentication.

CAs can then use their resource certificate (CA certificate) to sign routing objects. More
specifically, when a CA wants to sign a routing object, it generates a new certificate, called an
End-Entity certificate (EE certificate). The private key corresponding to the public key in the
EE certificate will be used to sign the routing object, and the EE certificate itself will be signed
with the private key corresponding to the public key in the CA certificate. As EE certificates are
only used to sign one routing object, and every routing object is signed by only one key, there is a
one-to-one correspondence between EE certificates and routing objects. This means that to revoke
a routing object, a CA must only revoke the associated EE certificate. Convenience aside, this
one-to-one correspondence also means that the private key of an EE certificate is only used once,
and can be destroyed after it has been used to sign the object, improving security and simplifying
key management. For more details on certificates used in RPKI, see [52].

CA certificates are based on the X.509 certificate profile defined in 22| with the extensions for
IP addresses and ASNs [74]. Cryptographic Message Syntax (CMS) [47] is used as the syntax
for routing objects (See [68] for templates).

In a Public Key Infrastructure (PKI), Relying Parties (RPs), entities participating in
the PKI, must each choose a set of Trust Anchors (TAs). Those TAs are trusted by definition,
trust in other entities is derived from those TAs via chains of trust. As the structure of the RPKI
corresponds to the existing resource allocation structure (IP adresses and ASNs), with Regional
Internet Registries (RIRs) assuming the role of roots, it is convenient that RIRs also assume
the role of default TAs in the RPKI.

Route Origin Authorizations

Route Origin Authorizations (ROAs) are routing objects providing an authorization by a prefix
holder that a given AS is permitted to originate routes to a set of prefixes. A ROA essentially contains
an ASN, a set of prefixes and optionally, for each prefix, the maximum length of more specific prefixes
that the AS is also authorized to advertise. For more details about the contents of ROAs, see [70].

For example, a ROA can have the meaning: “AS3356 is authorized to announce 104.37.56.0,/22”.
By default, this authorization is strict: only advertisements with the same prefix will be viewed as
valid. The advertisement of a more specific prefix, 104.37.56.0/24 for example, will be viewed as
invalid. To have more flexibility, the AS can set a maximum length of 24, making the advertisement
of 104.37.56.0/24 valid.

To forbid the origination of a prefix, a prefix holder can create a ROA associating this prefix to
the AS 0 [51, 66]. Since no valid route can have an Origin AS of zero , no route can be matched by
a ROA whose ASN is zero. This is useful either for reserved prefixes, or allocated prefixes which are
not meant to be announced.

The example in Figure 2.2 depicts such a system. RIPE, the European RIR, uses its self-signed
certificate to attest that ISP 1 is the legitimate holder of 10.0.0.0/8. ISP 1 then delegates portions
of its address space to AS 2 (10.16.0.0/24) and AS 3 (10.0.0.0/12) using its CA certificate to sign
CA certificates for AS 2 and AS 3. Those two entities then use their CA certificates to sign EE
certificates which are used to sign ROAs authorizing a given AS to originate a given set of addresses.

Other routing objects exist, but are not needed to understand the concept of origin validation.
Details concerning those objects can be found in Appendix A.

The distributed repository system

To make use of ROAs, an RP must acquire and validate all of them. This is what the distributed
repository system is meant for. Every CA certificate is associated to a repository containing all the
routing objects associated with this certificate (and not yet expired). This repository is called a
publication point. One of the databases composing the distributed repository system can contain
one or more publication points. This means a given database will most likely not have all of the
RPKI objects, which is why publication points are organized in a hierarchy. Although roots of this
hierarchy are arbitrarily chosen by each RP, today, the default five roots of the hierarchy are the
five RIRs. To recuperate all of the RPKI objects, each CA certificate contains two fields:

15



CHAPTER 2. SCIENTIFIC CONTEXT 2.2. AS PATH VALIDATION

Cert A
CRLDP
ATA
— SIA
RIPE O Resource Certificate
RS 19 SR O Route Origin Authorization
wig.g.(i/s : Cert B Cert C
. | CRLDP— _
: AIA ;
10.16.0.0/24 10.0.0.0/12 SIA
AS 2 AS 3 : g
% @ @ % | _A’s Repository Publication Directory
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ple (taken from Section 4.2 of [69])

e Subject Information Access (SIA): Uniform Resource Identifier (URI) that points
to the repository associated with this CA certificate.

e Authority Information Access (AIA): URI referencing the location of the CA certificate
used to issue this one.

Thus, to recuperate all the routing objects, an RP starts with the five root publication points
and follows SIAs recursively, pulling all objects from the directories.

Figure 2.3 depicts the usage of those fields. the CA A issued two CA certificates. Those cer-
tificates are in A’s publication point. The SIA of A’s certificate points to this publication point.
The ATAs of CA certificates B and C point to A’s CA certificate. Since B and C have certificates,
they can either have their publication point (or even their Certificate Revocation List (CRL))
hosted in the same place as A, or they can host their publication point somewhere else. In any case,
the STA in their CA certificates will point to those directories.

CRLs and CRL Distribution Points (CRLDPSs) are part of the certificate revocation mech-
anism. More details on revocation can be found in Appendix A.

Publications points also need to provide several other functionalities, namely downloading, up-
loading , modifying and deleting. More details on those functionalities can be found in Appendix
A.

Local caches

As said earlier, routers do not interact with the repositories directly, but via a local cache. Section
6 of [69] details how RPs populate and validate their caches. This can be done via rsync [107] or
any other download protocol, like the RPKI Repository Delta Protocol (RRDP) [11].

The RPKI to Router Protocol

Once a cache is populated and objects within it are validated, how does an RP make use of this
information? [14] (updated by [15]) introduces the RPKI to Router Protocol to allow routers to
receive validated prefix origin data from one or multiple caches.

The objects loaded have the content (IP address, prefix length, maximum length, Origin ASN):
it is a Validated ROA Payload (VRP) [87].

Route Origin Validation

Once the router has loaded all prefix origin data from the cache, how does it use that information to
validate (or invalidate) BGP advertisements? [51] describes this process. When the router receives
an advertisement, it needs to match the route with one or more (syntaxically valid and correctly
signed) candidate ROAs. Depending on the matched ROAs, the route is classified as either "valid",
"invalid", or "unknown"3. This validity state then determines the actions to perform on the route.

3The "unknown" validity state is needed to account for partial RPKI deployment scenarios, where only a subset
of ASes have deployed RPKI.
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Table 2.1 outlines the route’s validity state when comparing the prefix and the Origin AS of the
route with a single ROA.

Prefix / AS matching AS non-matching AS
Non-Intersecting unknown unknown
Covering Aggregate unknown unknown
match ROA prefix valid invalid
More Specific than ROA invalid invalid

Table 2.1: Route’s Validity State (taken from Section 2 of [51])

If the route’s Origin AS matches the one in the ROA (VRP ASN), and the route’s prefix matches
the one in the ROA* (VRP prefix), then the route is marked as "valid".

If the route’s Origin AS does not match the VRP ASN, and the route’s prefix matches the VRP
prefix, then the route is marked as "invalid". If the route’s prefix is more specific than the VRP
prefix, the route is marked as "invalid", as the ROA encompasses all address prefixes that are more
specific than the one in the ROA.

If the ROA is a covering aggregate of the route’s prefix, or if the ROA does not intersect the
route’s prefix, the route has an "unknown" state as it cannot be reliably classified as "invalid" in a
partial deployment scenario.

In a more realistic context where multiple (valid) ROAs exist:

e If any ROA provides a "valid" outcome, the route is considered to be "valid".

e If no ROA provides a "valid" outcome, and at least one ROA provides an "invalid" outcome,
the route is considered to be "invalid".

e If no ROA provides either a "valid" or "invalid" outcome, the route validity state is considered
to be "unknown".

[87] has another way to make this distinction, but it equates to the same result:

e NotFound: No VRP Covers® the route prefix.
e Valid: At least one VRP Matches® the route prefix.
e Invalid: At least one VRP Covers® the route prefix, but no VRP MatchesS it.

The validity state of a route is determined by first selecting all ROAs which have a prefix that
matches or covers the route’s prefix: those are the "candidate ROAs". If this set is empty, the
route’s validity state is set to "unknown". If any of the ROAs in this set matches* the route’s Origin
AS and the route’s prefix, the route’s validity state is set to "valid". Otherwise, the route’s validity
state is set to "invalid". Figure 2.4 depicts this procedure.

Even though we use RPKI to determine a validity state, it is possible to use any other database
mapping prefixes to their Origin ASes.

The outcome of this procedure can be used in BGP’s decision process (see Subsection 1.2.2).
This means the validity state of a route can affect local preference, in which case "valid" is to be
preferred over "unknown" which is to preferred over "invalid". The actions to apply in each case are
a matter of local routing policy. Considering partial deployment scenarios, RPs might not want to
reject "unknown" routes, as it would seriously impact connectivity in the Internet. Even "invalid"
routes might not be worth rejecting as long as the adoption rate of RPKI is low.

Entities participating in the RPKI must be careful when issuing ROAs. Issuing a ROAs implicitly
invalidates all routes that have more specific prefixes (with a prefix length greater than maxLength),
and all Origin ASes other than the AS in the ROA. Thus, |51] suggests a conservative operational
practice: ensure the issuing of ROAs for all more specfic prefixes with distinct Origin ASes prior to
issuing ROAs for the covering aggregate.

RPs should also take into consideration that “like the DNS, the global RPKI presents only a
loosely consistent view, depending on timing, updating, fetching, etc. Thus, one cache or router

“Here, "match" is defined as either the route’s prefix is matching the ROA’s prefix exacly, or the route’s prefix is
more specific than the ROA’s prefix and its length is no longer than maxLength.

5The route prefix is either identical to the VRP prefix or more specific than the VRP prefix.

5The route prefix is Covered by the VRP, the route prefix is no longer than the VRP maximum length, and the
route Origin ASN is equal to the VRP ASN.
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validity state

may have different data about a particular prefix than another cache or router. There is no ’fix’ for
this; it is the nature of distributed data with distributed caches.” [87].

RPs might need to propagate the validity state of a route into iBGP for routing correctness.
This can be accomplished by using communities (or extended communities [86]).

“If "invalid" routes are blocked as this specification suggests, the overall system provides a possible
denial-of-service vector; it could lead an otherwise "valid" route to be marked "invalid".” [87].

When fully deployed, RPKI only protects against Type-0 hijacks, but all type of sub-prefix
hijacks.

2.2.2 Path validation

Path validation can be achieved through BGPsec” [71]. BGPsec relies on RPKI (Subsection 2.2.1)
as it makes use of certificates.

To secure the path attribute, BGPsec relies on an new optional non-transitive BGP path attribute
which replaces the AS PATH attribute: BGPsec  PATH. The attribute carries digital signatures
providing cryptographic assurance that every AS on the path of ASes listed in the advertisement has
explicitly authorized the advertisement of the route. BGPsec-compliant BGP speakers (BGPsec
speakers) wishing to send BGPsec advertisements to eBGP peers need to possess a private key
associated with an RPKI router certificate [103] that corresponds to the BGPsec speaker’s ASNs.
Traditional BGP advertisements may still be sent between BGPsec speakers.

The BGPsec_ PATH attribute is made of a Secure Path and one or two Signature Blocks (see
Figure 2.5).

The Secure Path attribute

The Secure Path contains AS path information: for each AS in the path, the Secure Path will
contain a Secure Path Segment. Each Secure Path Segment is itself composed of a pCount field,
flags, and an ASN. The pCount fields indicates the number of times the ASN is present in the path,
allowing ASes to prepend their ASN multiple times to the path if they so desire. The pCount field
also comes into use for AS confederations [118], managing route servers and ASN migrations [39].
In particular, route servers, which are usually "invisible" (they do not add their ASN to the path
attribute of an advertisement) can add their ASN with the pCount field set to zero, to still benefit
from BGPsec security. The Confed Segment flag is the only flag defined as of today. It indicates
that the BGPsec speaker that constructed this Segment is sending the advertisement to an AS within
the same confederation.

"Defined by the Internet Engineering Task Force (https://www.ietf.org/), and more specifically the Secure Inter-
Domain Routing working group (https://datatracker.ietf.org/wg/sidr/charter/).
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The Signature Block attribute

The Signature Blocks contain a Signature Segment for each AS in the Secure Path. Each Signature
Segment contains a Subject Key Identifier (SKI), a Signature Length and a Signature. The SKI
is used to identify the router certificate which generated the Signature. The Signature protects
among other things the Network Layer Reachability Information (NLRI), the BGPsec -
PATH attribute and the ASN of the peer to whom the advertisement is being sent. The Signature -
Blocks also identify the used digest algorithm and digital signature algorithm via an Algorithm Suite
Identifier field (see [120] for more details). The possible presence of another Signature Block is by
design, to be able to transition algorithm suites while retaining backwards compatibility (see [71]
for more details).

BGPsec advertisement generation

To originate a prefix using BGPsec, an AS must first generate the BGPsec PATH attribute. First,
the AS generates a Secure Path Segment:

e Set the pCount value to the appropriate value (usually to one).
e Set the Confed Segment flag if appropriate.
e Set the ASN to the number of the AS generating the Segment.

Then, the AS generates the corresponding Signature Block Segment. The SKI field is populated
by the SKI of the router certificate used to verify the signature. The Signature field is populated by
applying the digest algorithm to a specific sequence of elements (Table 2.2), and then applying the
signature algorithm to the obtained digest value.

Target AS Number

Signature Segment o N-1
Secure Path Segment : N
Signature Segment 01
Secure Path Segment 22
Secure_Path Segment 01
Algorithm Suite Identifier

AFI

SAFI

NLRI

Table 2.2: Sequence of Octets to Be Hashed (Figure 8 of [71])

As mentioned earlier, the element sequence to be signed contains among other things the NLRI,
the Secure Path Segment and the ASN of the peer to whom the advertisement is being sent. The
AS is then ready to send the BGPsec advertisement.

An AS receiving a BGPsec advertisement and wanting to forward it goes through the same
process, prepending blocks to the ones already present in the advertisement.

As it is required to specify the ASN of the destination of the advertisement, BGPsec speakers
wishing to send a BGPsec advertisement to multiple peers must generate a separate advertisement
for every one of them. BGPsec speakers must also advertise a route to only a single prefix to be
able to construct a valid BGPsec advertisement. If a BGPsec speaker wishes to advertise routes for
multiple prefixes, it must generate a separate advertisement for each prefix it wants to advertise.
Note that the BGPsec. PATH and AS PATH attributes are mutually exclusive, there can be only
one in an advertisement.

Of course, a BGPsec speaker cannot send a BGPsec advertisement to a non-BGPsec speaker. In
case a BGPsec speaker wants to propagate an advertisement to a non-BGPsec speaker, the BGPsec
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speaker needs to "downgrade" the advertisement to a normal BGP advertisement. To this end,
Section 4.4 of |71] specifies a way to reconstruct the AS PATH attribute from the BGPsec_ PATH
attribute. Doing this has “significant security ramifications”, as an attacker could for example try to
downgrade an advertisement to make a route insecure |73].

An AS receiving a BGPsec advertisement performs basic integrity and syntax checks. It notably
checks (like the unsecured version of BGP) if the leftmost AS in the path attribute matches the
ASN of the peer that sent the advertisement. Any errors in those checks is handled using the "treat-
as-withdraw" rule [18]. The AS can then choose to validate the advertisement to determine the
authenticity of the path.

Path validation

[71] expects most RPs using BGPsec to use the RPKI for origin validation, and recommends that a
BGPsec speaker should only send a BGPsec advertisement if there exists a valid ROA for the prefix
it wants to originate.

The path validation procedure either ends in a "Valid" or "Not Valid" state. Like with origin
validation, the outcome of this procedure can be used in BGP’s decision process (see Subsection 1.2.2)
to lower route preference or reject routes, in which case the "Valid" state is obviously preferred over
the "Not Valid" state. This is once again a matter of local policy. To validate the path, the BGPsec
speaker iterates through the Signature Block Segments, starting with the most recently added one.
For each Segment, the BGPsec speaker finds the certificate used for the Signature field, runs the
digest algorithm on the same element sequence the Signature was generated from, and uses the
signature validation algorithm. If one of the Signature Block Segments is marked as "Not Valid",
the advertisement is "Not Valid". Otherwise, the advertisement is considered "Valid".

Like with RPKI adoption, the transition period from BGP to BGPsec will be long. It is assumed
BGPsec speakers will form small contiguous groups, that will grow and merge over time. Only routes
originated and propagated within those groups will get the security benefits of BGPsec.

Operational considerations for BGPsec are found in [13]. A threat model and security consider-
ation are found in [63].

Security concerns

As the path validation procedure performs expensive checks, it is a potential target for DoS attacks
(Sending many advertisements, or advertisements with long path attributes). It is therefore advised
to perform expensive checks after less expensive checks, and to stop the validation procedure as soon
as a "Not Valid" Signature Block Segment is found. Another approach is to only try to validate
advertisements that would be chosen as best path if they were found "Valid".

Another security concern is that ASes (besides route servers, confederations or migrating ASes)
might try to use the pCount field to attract more traffic (by setting pCount to zero, shortening
the path). Section 7.2 of |71| advises ASes to perform a check on the pCount field of the leftmost
Secure_ Path Segment of a received advertisement. If the field is set to zero when it should not,
the AS should treat the advertisement as an error (using the "treat-as-withdraw" rule). Note that
an AS can only verify the pCount of the last hop, and cannot verify if other pCount fields in the
advertisement were set to their respective values legitimately.

There is also the possibility to pass a BGPsec advertisement through a tunnel between colluding
ASes, faking a link between them. Detecting such behaviour is beyond the scope of BGPsec, as it is
only meant to secure the path of BGP advertisements, not the bypass of the control plane.

Furthermore, BGPsec does not provide transport layer protection. BGPsec sessions should thus
be secured using appropriate mechanisms such as the TCP Authentication Option (TCP AO)
[117] or IP Security (IPsec) [35].

Finally, an adversary on the path between a BGPsec speaker and its peer is able to modify
valid BGPsec advertisements to cause them to fail validation, inject BGP advertisements without
BGPsec  PATH, inject BGP advertisements with BGPsec  PATH failing validation, or causing the
peer to tear down the BGP session, or tamper with other BGP attributes. An on path adversary
cannot make a BGPsec speaker believe a "Not Valid" route is "Valid".

A malicious BGPsec speaker can also make use of replay attacks, by suppressing a prefix with-
drawal (implicit or explicit), or replaying a previously received advertisement which has since been
withdrawn. This attack vector can be mitigated by doing a periodic rollover of router certificates
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Figure 2.6: BGPsec advertisement propagation

Security guarantees when using BGPsec along origin validation are as follows:

e The Origin AS of the advertisement is authorized to announce the prefix.
e The advertisement was propagated along the path in the path attribute of the advertisement.

BGPsec does not guarantee that the data plane will follow the control plane.

To validate the path, each AS on the AS path, starting with the Origin AS, writes in the
advertisement which AS it is sending it to. The AS then signs this field along with the AS path.
This way, every AS receiving the advertisement can verify that the path is legitimate by verifying
the signatures present in the advertisement.

This process is illustrated in Figure 2.6. AS 10 originates 10.1.0.0/16, and as such signs a
BGP advertisement containing this prefix, the AS path (10) and the ASN of the recipient of the
advertisement (20) with its private key. When receiving the advertisement, AS 20 can then verify the
information present in this advertisement by using AS 10’s public key. To forward the advertisement
to other ASes, AS 20 adds itself to the AS path and specifies it wants to send the advertisement to
AS 40. After signing the appropriate sequence of elements, AS 20 can send the advertisement to AS
40, which will go through the same steps to forward it to AS 50.

If AS 20 wanted to forward the advertisement to AS 30, it would have needed to generate another
advertisement specific to AS 30.

Unfortunately, BGPsec is of no use against attacks using communities: “attacks that modify (or
strip) these other attributes are not prevented/detected by PATHSEC” [63] (PATHSEC referring to
“any BGP path security technology that makes use of the RPKI”).

Note that RPKI provides origin authentication, while BGPsec provides authentication and in-
tegrity of the path attribute.

2.3 Good practices

Blackholing is a very effective tool [28], but it can be quite dangerous if not used appropriately.
This section describes current general and specific good practices for blackholing. Subsection 2.3.1
describes general operational guidelines while Subsection 2.3.2 describes general blackholing good
practices. Subsection 2.3.3 describes blackholing good practices specific to whether blackholing is
used locally or between ASes.

2.3.1 General operational guidelines

First of all, it is recommended to follow the Gao-Rexford model. I emphasize once again that ASes
are not obliged to follow those rules, but doing so makes economical sense, and helps BGP converge
to a stable state.

Second of all, it is important to follow the guidelines of [100] and [30]. [30] describes several
protection techniques and filters, that an operator should follow in most cases. This includes securing
BGP speakers, securing BGP sessions between them and regulating which routing information is
exchanged. The latter is comprised of:

e Filtering special-purpose prefixes.
e Filtering unallocated prefixes.
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Filtering prefixes that are too specific.

Filtering prefixes belonging to the local AS and downstreams.
Filtering prefixes based on IRRs or the RPKI/BGPsec.
Setting a limit on the number of routes accepted from a peer.
AS path and next-hop filtering.

Community scrubbing.

[30] also recommends which inbound and outbound filters should be used, depending on the type of
the peering session.

ASes can of course agree on exceptions to generic guidelines, but those can impact the entire
Internet, so they must be made with caution.

2.3.2 Blackholing operational guidelines

Blackholing should be implemented by following the planning and guidelines of [67]. Notably, [67]
introduces several interesting ideas:

e Using multiple discard addresses, allowing an operator to configure one address per attack,
which makes the analysis of each separate attack easier.

e Using multiple trigger communities to control the scope of blackholing (filtering on all routers,
on data centers, on peering routers, ...).

Of course, a network operator should always log BGP advertisements carrying communities used
for blackholing for long-term analysis [64], via one of the methods described in Subsection 1.4.3.

As said earlier, network operators generally do not accept BGP advertisements longer than /24.
However, in the case of blackholing, an operator wants to blackhole the longest prefix possible, to
limit the impact of discarding traffic for adjacent IP space that is not attacked. Thus, an operator
should accept blackholing advertisements up to /32 for IPv4, and /128 for IPv6 [64].

To the best of our knowledge, there are no considerations for blackholing in the literature con-
cerning BGPsec.

2.3.3 The scope of blackholing

In Section 1.4, I explained how blackholing was used within an AS, but blackholing can also be used
between BGP peers.

An AS might want another AS to drop traffic for multiple reasons. For example, a stub AS being
the victim of a DDoS attack might want its provider to blackhole the traffic, because it is receiving
a 100 Gb/s DDoS attack and its link to the provider is only 10 Gb/s. In this case, the stub AS can
mitigate the attack by blackholing at its edge of the network, but the attack still consumes all the
bandwidth on the router’s uplink.

It is much more efficient to make the provider blackhole the traffic, so that no attack traffic goes
down the link to the stub AS. This also has the advantage of blackholing traffic closer to the attack
source, and will potentially drop more attack traffic than if the stub AS was blackholing.

Figures 2.7 and 2.8 demonstrate such mechanism. Figure 2.7 depicts a server under a DDoS
attack. To counter this attack, the operator can tell its provider to blackhole the attack (Figure
2.8), specifying the scope by either adding NO _EXPORT or NO_ADVERTISE to the blackholing
advertisement.

If NO_ ADVERTISE is added (Figure 2.8a), only the router receiving the advertisement will black-
hole the traffic, as it will not propagate the advertisement even within the AS.

If NO_EXPORT is added (Figure 2.8b), the router receiving the advertisement will propagate the
advertisement, but the advertisement will not be propagated to other ASes (AS Y). In this case, the
attack is mitigated closer to the source when using NO _EXPORT.

Of course, accepting blackhole advertisements from other ASes introduces the risk that malicious
ASes use this service for malevolent purposes, by sending illegitimate blackhole advertisements.
Operators thus need to be cautious when accepting blackhole advertisements from BGP peers.

This subsection will describe operational considerations when blackholing, first within the local
AS, and then between BGP peers.
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Figure 2.8: Mitigation by blackholing at another AS

Blackholing within the local AS

When sending the BGP trigger, the NO _EXPORT community must be added, to ensure the ad-
vertisement does not cross AS boundaries [119, 67, 64].

An inbound filter must be set on routers receiving blackhole advertisements to only accept
blackhole advertisements which were locally originated (Step 2 of Subsubsection 1.4.1), to ensure
eBGP peers cannot activate blackholing in the local AS [119].

An outbound filter should be set on eBGP peering sessions to scrub communities used internally
for blackholing (as well as the BLACKHOLE community), to ensure no blackholing is triggered
by accident [67]. It is recommended to deny all prefixes longer than the longest prefix expected
to be announced for the same reason [67]. The NO EXPORT community included in blackholing
advertisements should already ensure that blackholing is not triggered over eBGP sessions, those
filters act as safety measures.
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Note that with the match on locally generated advertisements, the local AS cannot be attacked
by BGP peers using blackholing as an attack vector, but can still be vulnerable to other attackers
combining blackholing with other attack vectors, such as the insertion of an advertisement on a BGP
session [90, 7|. Those attacks are out of the scope of this document.

Blackholing across AS boundaries

The same good practices apply for peering with customers, peers or providers, but accepting black-
hole advertisements from more peers also means being vulnerable to attacks from more peers.

[119] advises to either match only locally generated BGP advertisements or to accept only black-
hole requests from customers. [67] advises the same rule, but specifies that the local AS must only
accept blackhole requests from customers if the customer is authorized® to advertise that prefix. [64]
does not give any particular restriction concerning from who blackhole advertisements are accepted,
as long as the peer is authorized® to advertise the prefix. Ultimately, the decision is left up to the
network operator, which needs to make the best compromise between flexibility and security.

In addition, [67] recommends to discard source-based RTBH requests coming from peers or
customers, and only use source-based blackholing locally.

When sending the BGP trigger to an eBGP neighbor, the NO EXPORT community must be
added, to ensure the advertisement does not cross AS boundaries [119, 67, 64].

An inbound filter must be set on routers receiving blackhole advertisements, verifying multiple
elements:

1. If the NO_ EXPORT community is not present in the blackhole advertisement, the router
must add the NO EXPORT or the NO ADVERTISE community, depending on whether the
operator wants to keep blackholing local to the router, or propagate the advertisement to other
routers in the network [64]. This choice is left up to the operator.

2. If the leftmost AS in the AS path does not correspond to the ASN specified in the BGP OPEN
message that created the session, the BGP speaker should handle the route using the "treat-
as-withdraw" approach, and may reset the BGP session if configured to do so [100, 18]. This
mostly helps with Type-U hijacks when the attacker is not in the AS path.

3. The router needs to check if the prefix to be blackholed belongs to the AS sending the blackhole
advertisement?. This can be done either with IRRs or with the RPKI. [64] does not give any
details on how to treat validation information on a blackhole advertisement, specifying only
that origin validation techniques must not block legitimate blackhole advertisements.

When peering with a route server, an AS needs to drop verification step 2, as the leftmost AS
of the AS path will be the AS of the peer which sent the advertisement, not the AS of the router
server [60]. This is not optimal from a security point of view as trust needs to be outsourced to the
IXP in order to verify this step, even if IXP configurations are usually made public and thus enable
peers to check that the IXP indeed verifies the legitimity of the peer.

In the same way, an IXP member wanting to blackhole a prefix needs to send its advertisement
without the NO EXPORT or NO ADVERTISE community, as the router server will honor those
communities and will not propagate the advertisement to other IXP members. The route server will
set the NO EXPORT community itself once it receives a blackhole advertisement.

An outbound filter should be set on eBGP peering sessions to scrub communities used internally
for blackholing (as well as the BLACKHOLE community), unless explicitly configured to do so [67].

8This is verified using IRRs or the RPKI.
9This obviously cannot be checked in the case of source-based blackholing. Thus, if receiving a source-based
blackhole advertisement from a peer, [67] advises to discard it.
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Chapter 3

An attack taxonomy for blackholing

As we saw in Section 2.2, solutions to secure BGP do not secure communities. The IETF is aware
of this (see Section 6 of |64]), warning the reader that “a forwarding agent can alter, add or remove
BGP communities”. This is especially problematic in the case of the BLACKHOLE community, its
misuse being capable of causing a “Denial of Service attack based on denial of reachability”.

The IETF recommendations for limiting the impact of such unauthorized advertisements is to
apply strict filtering (see Section 6.2.1.1.2 of [30]) to verify that the peer announcing the prefix
is authorized to do so. Unfortunately, this solution is based on IRRs, which do not seem to be
satisfying considering their issues (Subsection 2.2.1), and the fact that more sophisticated attacks
cannot be detected by simply validating the origin or the AS path attribute of an advertisement.

This chapter presents a threat model for attacks using blackholing. We will go over different
security deployments, and see which attacks are possible in each of them.

3.1 Threat model

This section is dedicated to the elaboration of a threat model. We consider a common and general
hijacking threat model [110, 111]. An attacker controls a single AS and its border routers. He
also has full control of the control plane and the data plane within its own AS. The attacker can
arbitrarily manipulate the advertisements that it sends to its neighboring ASes and the traffic that
crosses its network. He has no control over advertisements and traffic exchanged between two other
ASes. The hijack taxonomy used in this section is defined in Section 2.1.1.

Tables 3.1 and 3.2 summarize security of BGP communities under different security deployments,
the former against exact prefix hijacks and the latter against sub-prefix hijacks. Each line of the
table details a security deployment scenario, and each column details an attack vector. Thus, the
intersection of a line and a column shows how a particular security deployment fares against a given
attack vector:

o v - The security deployment is resistant to the attack vector

° - - The security deployment is not resistant to the attack vector

e v/ - - The resistance of the security deployment to the attack vector is determined by other
factors (network topology, where security is deployed, ...)

Security Deployment Hijack On Path
Type-0 Type-N Type-U

BGPsec (full) v v v -

BGPsec (partial) v/ - v/ - v/ - -

RPKI (full) v - - -

RPKI (partial) v/ - - - -
No security -

Table 3.1: Security of communities against exact prefix hijacks

The next sections go over different deployments of BGPsec and RPKI, and describe the attacks
possible in each context.
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Security Deployment Hijack

Type-0 Type-N Type-U
BGPsec (full) v v v
BGPsec (partial) v/ - v/ - v/ -
RPKI (full) v v v

RPKI (partial) v/ - v/ - v/ -
No security - - -

Table 3.2: Security of communities against sub-prefix hijacks

Figure 3.1: On Path blackholing attack Figure 3.2: On Path blackholing attack with
Gao-Rexford break

3.2 Fully deployed BGPsec

In this section, we consider a full deployment of BGPsec:
Assumption 1. Every AS has deployed, and uses, BGPsec according to best practices |71, 13].

If BGPsec is fully deployed, every AS can be assured that the AS path attribute is protected and
legitimate in every advertisement they receive. An attacker thus cannot make use of exact prefix
hijacks or sub-prefix hijacks, and must be directly on the path of an advertisement to conduct an
attack via communities.

3.2.1 On Path blackholing

In the example in Figure 3.1, AS V advertises a route for 10.1.0.0/16. Full arrows represent customer-
to-provider relationships. Dashed lines represent peer-to-peer relationships. Dashed arrows represent
the propagation of this advertisement in the AS graph. We assume that every AS uses the Gao-
Rexford routing policy model, detailed in Subsection 1.2.3:

Assumption 2. Every AS uses the Gao-Rexford routing policy model.

We also assume that ASes follow the best practices when receiving a blackholing request defined
by Cisco [19]:

e Set local-preference to 200
e Set origin-type to IGP
e Add the NO EXPORT community to the advertisement

Assumption 3. Every AS follows the best practices for RTBH defined by Cisco.

This assures that the blackholed route is preferred over other routes and that blackholing is done
at every edge of the network.

Now, let us look at AS 70. AS 70 receives two routes to 10.1.0.0/16, one from its peer AS 60,
and one from its provider AS A. AS 70 is following the Gao-Rexford routing policy model, and as
such chooses the route going through its peer, directing traffic destinated to 10.1.0.0/16 from itself
and AS 100 to AS 60.
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AS A can decide to add a BLACKHOLE community to its advertisement for AS 70. Considering
Assumption 3, AS 70 will choose the route coming from AS A over the route coming from AS 60,
blackholing the traffic destinated to 10.1.0.0/16".

This attack has two main advantages over dropping only the traffic going through the attacker:

e Reach: The attacker can potentially drop more traffic by sending blackholing advertisements
to its neighbors than by blackholing the traffic himself. In our example, AS A could not have
dropped any traffic from other ASes, had he not performed the attack, because no traffic was
going through it to begin with.

e Stealth: As the attacker is not the one dropping the traffic, he effectively obfuscates the source
of the attack. Note that it may still be possible to retrieve the source of the attack by looking
at the advertisements received by the relevant routers at the time of the attack. It is also
worth noting that an even stealthier attack is possible, if the AS blackholing the traffic is at
multiple hops from the attacker. If the attacker manages to target this AS only, not only
will the attacker not blackhole the traffic himself, but he will also potentially not be the only
one that could have added the BLACKHOLE community, as every AS between the attacker
and the blackholer was capable of adding this community. In our example, AS 70 is the one
blackholing the traffic, even though it was AS A that performed the attack.

Note that the attacker may break the Gao-Rexford export rule and propagate the advertisement
in ways forbidden by those rules, which brings us to the second attack in this deployment.

3.2.2 On Path blackholing with Gao-Rexford break

Figure 3.2 has the same setting as the precedent attack, with only a change in the position of the
attacker. We keep the same assumptions, but now also consider the fact that the attacker can break
the Gao-Rexford export rule.

When receiving the route to 10.1.0.0/16 from AS 60, AS A can decide to forward this adver-
tisement to its provider, AS 40, thus breaking the Gao-Rexford export rule. In doing so, AS A will
attract the traffic having for destination 10.1.0.0/16 and coming from AS 40, AS 20 and AS 50,
AS 20 and 40 preferring the route through their respective customers by following the Gao-Rexford
import rule.

In a similar manner, AS A can then forward the advertisement to its provider but this time add
a BLACKHOLE community. In this configuration, AS 40 will blackhole traffic coming from AS 20
and AS 50.

This attack which is in reality a combination of two attacks, the community blackhole attack and
a break of the Gao-Rexford export rule, has the same advantages as the previous attack, only that
it can reach much more ASes. Technically, the attacker could only break the Gao-Rexford export
rule and drop traffic at his network, but he would then lose the stealth component of the attack.

Note that On Path attacks are a subtype of Type-U hijacks, where the attacker is in the AS
path.

3.3 Partially deployed BGPsec

In this section, we drop Assumption 1 and consider instead a partial deployment of BGPsec:

Assumption 4. A subset of ASes have deployed, and use, BGPsec according to best practices
[71, 13].

Depending on which ASes deployed BGPsec and which ASes use RPKI and Route Origin
Validation (ROV), multiple cases arise. An attacker may be able to use Type-0 hijacks if no one
on the path of the advertisement is performing ROV, or if the prefix is not in the RPKI.

If at least an AS on the path of the advertisement is using ROV and the prefix is in the RPKI,
but no AS on the path is using BGPsec, a potential attacker cannot use Type-0 hijacks, but can
carry out Type-N and Type-U hijacks.

Once again, an attacker directly on the path of the advertisement can alter the communities of
this advertisement, thus both On Path attacks are possible in this deployment.

!Note that this also blackholes traffic coming from AS 100.
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Figure 3.3: Type-N hijack blackholing attack Figure 3.4: Type-0 hijack blackholing attack
3.4 Fully deployed RPKI

In this section, we drop Assumption 4 and consider instead a full deployment of RPKI and ROV:

Assumption 5. Every AS has deployed, and uses, RPKI and ROV according to best practices
[69, 51, 87].

If RPKI and ROV are fully deployed, every AS can verify the association of the advertised prefix
and the AS originating it. In this setting, an attacker can obviously carry out both On Path attacks,
in the same way as with the BGPsec deployment, but he can do more. An attacker can indeed carry
out a Type-U or Type-N hijack blackholing, which will not be detected by ROV, as the Origin AS
is left unaltered.

3.4.1 Type-N hijack blackholing

In Figure 3.3, the attacker can perform a Type-N hijack blackholing, by advertising a false connection
to AS V. As the origin is "valid", ROV will not detect this kind of attack. Interestingly, as the
preference for blackholing is higher than normal advertisements [19], AS 60 prefers the blackholing
advertisement, where it would not prefer a simple Type-N hijack because of the longer AS path, and
thus also blackholes the traffic, preventing all other ASes except AS V from reaching 10.1.0.0/16.

3.4.2 Type-U hijack blackholing

An attacker can also perform a Type-U hijack?. The only difference with Figure 3.3 is that the
attacker advertises the AS path {ASV} instead of {ASA,ASV} This attack has the same effects as
a Type-N hijack, but it is stealthier, as the AS of the attacker is not in the AS path. It also might
have more reach due to the shorter AS path.

Since everyone is using RPKI and ROV according to best practices (from Assumption 5), Type-0
hijacks and sub-prefix hijacks are not possible.

3.5 Partially deployed RPKI

In this section, we drop Assumption 5 and consider instead a partial deployment of RPKI and ROV:

Assumption 6. A subset of ASes have deployed, and use, RPKI and ROV according to best
practices |69, 51, 87].

In the same way as if RPKI is fully deployed, to tamper with the communities in an advertisement,
an attacker can be on the path of the advertisement, or can carry out either a Type-U or a Type-N
hijack, which will not be detected by ROV, as the Origin AS is left unaltered.

2Here, we consider Type-U hijacks where the attacker is not in the AS path, those being the On Path attacks
discussed in Section 3.2.
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3.5.1 Type-0 hijack blackholing

The attacker can also make use of Type-0 hijacks in certain cases. If ASes receiving the forged
advertisement do not perform ROV, they accept the advertisement (no ROV = no security).

Figure 3.4 depicts such an attack. AS A sends a forged advertisement (A - V:666 - 10.1.0.0/16) to
its neighbors. AS 60 is performing ROV, and thus classifies the advertisement as "invalid", rejecting
it. AS 40 and AS 100 do not use ROV, and accept the forged advertisement, blackholing traffic
towards 10.1.0.0/16. Depending on who implemented ROV, this attack vector has more or less
reach, as each AS can accept or drop the advertisement depending on its configuration. This is the
reason why the intersection of RPKI (partial) and Type-0 hijack in Table 3.1 is v/ -.

If RPKI is only partially deployed, other cases arise. What is possible to achieve depends on
three factors:

e The presence (or absence) of the prefix to be attacked in the RPKI.
o If the prefix is in the RPKI, the fact that the ROA for the prefix is loose® or not.
e The presence (or absence) of ROV at the AS receiving the advertisement.

Table 3.3 details those possibilities.

P in RPKI P not in RPKI
ROA is loose ROA is not loose
ROV Sub-prefix HJ (Type-N and Type-U) v AS policy

no ROV - - -

Table 3.3: Detail of security of communities against hijacks

As you can see in Table 3.3, if the AS receiving the forged advertisement does not enforce ROV,
it is the same as if there is no security.

Second, if the AS receiving the forged advertisement enforces ROV, and P is not in the RPKI, it
is up to the AS receiving the advertisement (RPKI validation state = "unknown") to decide what
to do. The AS can either diminish its preference of the route, or drop the route. In the former
case, exact prefix hijacks (of all types) will be possible as the AS classifies all routes to this prefix
as "unknown", even the one from the legitimate AS: Hijacks can win the BGP decision process.
Sub-prefix hijacks are also possible, and are not even penalized by a diminished preference, as they
are more specific than the legitimate advertised prefix. All in all, for prefixes not in the RPKI, an
AS enforcing ROV and lowering preferences for "unknown" route validity states behaves in the same
way as an AS not enforcing ROV. In this case, attack vectors are the same as if there was no security
(see Section 3.6). In the latter case, those attacks are no longer possible. Note that in the current
deployment state of RPKI, dropping "unknown" routes equates to dropping routes to 95% of the
Internet, so for now, a compromise between reachability and security must be made.

Third, if the AS receiving the forged advertisement enforce ROV, and P is in the RPKI, two
cases arise. Either the ROA for the prefix is loose, or it is not. If the ROA is not loose, there are
no new attack vectors (compared to a full deployment of RPKI). If the ROA is loose, an attacker
can perform Type-N and Type-U sub-prefix hijacks within the range of maxLength, as the Origin
AS will match the asID in the ROA, and the sub-prefix is within the range of maxLength.

3.6 No security

In this section, we drop Assumption 6 and consider instead that no security mechanisms are deployed
at all:

Assumption 7. ASes do not use any of the aforementioned security mechanisms.

If neither BGPsec nor RPKI and ROV are deployed, an attacker can perform all the attacks of
the taxonomy.

3Not all sub-prefixes of the maximum length allowed by the ROA are advertised in BGP [40].
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Chapter 4

Securing Blackholing

As we saw in Chapter 3, allowing blackholing between ASes can lead to serious damage. Good
practices already in the literature (2.3) can prevent some, but not all of the attacks in the taxonomy.
Additional mechanisms are thus necessary to protect against the rest of these attacks.

In this chapter, we first present how good blackholing practices impact the attack taxonomy
(Section 4.1). We then detail additional good blackholing practices (Section 4.2) necessary to protect
against the rest of the attack taxonomy, and a simple integration of communities into BGPsec
(Section 4.3) to protect against such attacks.

4.1 Protection assured by good blackholing practices

The three items having an influence on preventing attacks from the taxonomy are as follows:

e Legitimate peer: The peer sending the blackholing advertisement is legitimate if the leftmost
AS in the AS path is the ASN specified in the BGP OPEN message that created the session’.

e Authorized origin: The origin is authorized if the association between the Origin AS and the
prefix is "valid" according to IRRs or the RPKI?.

e Valid path: The path is considered "Valid" if the AS path reflects the actual path the adver-
tisement went through. This can be verified using BGPsec.

Concerning the security benefits provided by those rules:

e The "Legitimate peer" rule protects against Type-U hijacks because the leftmost AS of a
Type-U hijack is not legitimate by definition (see Section 2.1.2).

e The "Authorized origin" equates to ROV, and protects against Type-0 hijacks (see Section
3.4).

e The "Valid path" rule equates to path validation, thus protecting against all but On Path
attacks and Type-0 hijacks (see Section 2.2.2).

The first part of Table 4.1 summarizes the protection provided by those good practices, depending
on which of them are implemented. Note that since the "Valid path" rule is basically an extension of
the "Legitimate peer" rule, verifying all the AS path instead of just the leftmost one, combinations
including "Legitimate peer" and "Valid path" do not benefit from the "Legitimate peer" rule.

As the first part of table 4.1 highlights, even with all three good practices implemented, and in
accordance with the explanations of Section 3.1, On Path attacks are still not prevented. It is also
worth noting that, acknowledging the deployment state of RPKI, an AS peering through an IXP
virtually has no protection against the attacks, as it must trust the IXP to verify the "Legitimate
peer" rule and the route server will most likely not perform ROV?.

4.2 Additional good blackholing practices

As demonstrated, not all attacks are prevented by following even all good practices present in the
literature, to the best of our knowledge. New rules thus need to be put in place.

'Reminder: ASes peering with a route server cannot verify this rule, they need to trust the IXP.
2While an AS can accept "unknown" origins, they do not count as authorized, and do not verify this rule.
3This might be changing as several IXPs now seem to implement ROV [3].
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4.2.1 An additional rule to prevent attacks

In addition to the three rules of Section 4.1, we propose to introduce a new rule:

e Direct connection: The AS sending the blackholing advertisement is directly connected to the
local AS. This can be verified by making sure there is only one AS in the AS path.

With this rule, Type-N hijacks are not possible by definition, because it would mean the AS
path contains at least two ASes. On path attacks are also not possible, or rather, they are reduced
to Type-U hijacks.

The second part of Table 4.1 provides additional combinations with the new rule. Looking at
Table 4.1, it appears the minimal set of rules to follow in order to be protected against all the
attacks of the taxonomy is {"Legitimate peer"; "Authorized origin"; "Direct connection" }. An AS
following at least those rules should prevent any of the attacks in the taxonomy. Note that the
"Direct connection" rule is mandatory to be fully protected: As soon as there is more than one AS
in the AS path, one cannot determine which AS attached the blackholing community, and other
mechanisms are needed (Section 4.3).

On Path

On Path GR break

Hijack
Type-N  Type-U Type-0
No rule - - - - -
Legitimate peer - - - v -
Authorized origin - - - - v
Valid path - - v
Legitimate peer
Authorized origin
Legitimate peer
Valid path
Authorized origin
Valid path
Legitimate peer
Authorized origin - -
Valid path
Direct connection
Legitimate peer
Direct connection
Authorized origin
Direct connection
Valid path
Direct connection
Legitimate peer
Authorized origin v v v v v
Direct connection
Legitimate peer
Valid path v v v v -
Direct connection
Authorized origin
Valid path v v v v v
Direct connection
Legitimate peer
Authorized origin
Valid path

Direct connection

v
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Table 4.1: Protection assured by good practices
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4.2.2 Additional good blackholing practices

In addition, other good practices can be put in place. Those good practices help to limit the possible
damage caused by an inadvertant blackholing advertisement.

An outbound filter for more specific blackholing advertisements

When using blackholing across AS boundaries, an outbound filter should be set on eBGP peering
sessions to deny all prefixes longer than the longest prefix expected to be announced, unless that
prefix is tagged with a blackhole community. This does not really help with accidental blackholing
directly, but prevents an AS from advertising more specific prefixes inadvertently.

A filter for less specific blackholing advertisements

The literature specifies that operators should accept blackholing advertisements up to /32 for IPv4,
and /128 for IPv6, but does not specify a limit on prefixes which are less specific. We propose
that operators reject blackholing advertisements if they are not specific enough, in order to avoid
accidental blackholing of large IP blocks.

Some operators put this limit at /8 [26, 34], while others are more restrictive and put the limit
at /24 [49] or /25 |20, 89, 32|. As per usual, the operator decides on the value the limit should take,
but acknowledging the distribution of blackholing prefix length [28], we advise to set it to /24, thus
only accepting blackholing advertisements from /24 up to /32.

Concerning IPv6, observed IXPs put the limit at /19 [26, 34]. The literature does not have any
specific information enabling us to determine a good limit for IPv6 blackholing prefix specificity,
more research needs to be done.

This filter can be applied as both an inbound and outbound filter.

An inbound filter on the outcome of ROV

Subsection 2.3.3 outlines the need, when blackholing across AS boundaries, to check if the prefix to
be blackholed belongs to the AS sending the blackhole advertisement. This can be done either with
IRRs or with the RPKI, but [64] does not give any details on how to treat validation information on a
blackhole advertisement, specifying only that origin validation techniques must not block legitimate
blackhole advertisements.

Acknowledging the literature, the current deployment of RPKI and the state of IRRs, we recom-
mend to follow this set of rules when considering the outcome of route origin validation:

e If the outcome is "valid", the blackhole request can be accepted.
e If the outcome is "unknown", the blackhole request can be accepted.
e If the outcome is "invalid", the blackhole request must be discarded.

Note that accepting "unknown" blackholing advertisements exposes the AS to potential Type-0
hijacks.

An inbound filter on the outcome of BGPsec validation

When using BGPsec, IXPs are visible in the AS path, which means ASes can use the "Legitimate
peer" rule even if the peer is a route server.

To the best of our knowledge, there are no considerations for blackholing in the literature con-
cerning BGPsec. When considering the outcome of the BGPsec validation process, we advise to:

e Accept the advertisement if the outcome is "Valid".
e Discard the advertisement if the outcome is "Not Valid".

While certain combinations of good practices can provide sufficient protection against the attacks
of the taxonomy, some of these good practices might not be applicable depending on the situation?
(See remarks at the end of Section 4.1). Considering this, one might consider to add an extension
to BGPsec as an alternative to protect against attacks of the taxonomy.

4For example, it cannot be assumed that the AS path will only contain one AS.
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4.3 A BGPsec solution

Instead of relying on good practices, one could extend BGPsec to secure communities as well. If
BGPsec is used with RPKI, only On Path attacks are still possible. Thus, the goal of integrating
communities to BGPsec is to be able to attribute the changes made to communities to an AS. This
attribution is crucial for blackholing, because it allows an AS to accept or reject a blackhole request
based on the identity of the AS requesting the blackhole. A blackholing advertisement can then be
analyzed, to determine the source of the request, and a decision can be made based on whether or
not this AS has a right to blackhole this prefix. Moreover, given an unwanted blackholing event,
those responsible for it can be held accountable.

To be able to add communities to BGPsec, we need to modify the BGPsec  PATH attribute to
create a new attribute we call the BGPsec  PATH COMMUNITIES attribute.

The main reason to secure the AS path and communities together is that secure communities
are not useful if they cannot be reliably attributed to an AS. Evidently, if communities are secured,
but the AS path is not, there is not guarantee that communities can be attributed to an AS, thus
failing to fulfill the purpose of secure communities in the first place. Hence, secure communities only
make sense if the AS path is also secured.

4.3.1 A new attribute for BGPsec

The BGPsec. PATH COMMUNITIES attribute will replace the AS PATH attribute. This at-
tribute also replaces the BGPsec PATH attribute. That is, UPDATE messages that contain the
BGPsec_ PATH COMMUNITIES attribute must not contain the BGPsec PATH attribute or the
AS PATH attribute.

The BGPsec. PATH COMMUNITIES attribute works in the same way as the BGPsec  PATH
attribute. Figure 4.3.1 describes the BGPsec. PATH COMMUNITIES attribute. As you can see,
the only change to the BGPsec  PATH attribute (Figure 2.5) is the addition of a Secure Commu-
nities field. There needs to be one Secure Communities Segment per Secure Path Segment. Any
deviation means the attribute is malformed and needs to be discarded.

Target AS Number
E pCount pCount &
g Flags Flags Signature Segment : N-1
2 ASN ASN
B Secure_ Communities Segment : N
B oo Secure_ Path Segment : N
é AS:value AS:value
é : AS:value AS:value e . -
i P Signature Segment 1
U%E ................................................................................ : Secure_Communities Segment .9
G Secure_Path Segment 9
K SKI SKI —
2@ Length Length Secure Communities Segment : 1
g Signature || Signature Secure Path Segment 1

Algorithm Suite Identifier

g

2] sk SKI AFI
EIE Length Length Do SAFI
£ i | Signature Signature P
e NLRI

Figure 4.1: The BGPsec. PATH COMMUNI-  Table 4.2: Sequence of Octets to Be Hashed
TIES attribute

The Secure  Communities field (Table 4.3) is composed of a 2 octet Secure  Communities Length
field indicating the total length of the Secure Communities attribute (in octets), followed by one

33



CHAPTER 4. SECURING BLACKHOLING 4.3. A BGPSEC SOLUTION

or more Secure Communities Segments, each of which composed by a set of type-length-value
(TLV) fields. The type field indicates the type of communities (regular, extended or large) contained
in the value field whereas the length field indicates the length of the value field. The value field is
thus a set of communities.

Secure Communities Length (2 octets)

One or more Secure  Communities Segments (variable)

Table 4.3: Secure Communities Format

Now that the attribute is defined, we need to know how it will be constructed.

4.3.2 Constructing the BGPsec PATH COMMUNITIES attribute

Constructing the attribute implies we need to define how to generate it, how to update it when
an AS wants to forward an advertisement containing such an attribute, and how to leverage the
information provided by the attribute in the decision process for blackholing.

The process to generate a BGPsec . PATH COMMUNITIES attribute is the same as for the
BGPsec  PATH attribute, except that it also creates a Secure  Communities Segment when creating
the Secure Path Segment. The sequence of elements to be hashed (Table 2.2) must also be modified
to take the Secure Communities Segment into account, resulting in the sequence depicted in Table
4.3.1. This way, an AS signing a BGPsec advertisement asserts that it received the indicated
communities, and chose to propagate the advertisement to the peer specified by the Target AS
Number, with the indicated communities.

The same sequence of elements is reconstructed to verify a received BGPsec advertisement. If a
BGPsec. PATH COMMUNITIES attribute already exists in a received advertisement, the AS re-
ceiving it prepends its new Secure Communities Segment onto the existing Secure  Communities.
This means the set of communities to consider when receiving an advertisement is thus the commu-
nities present in the leftmost Secure Communities Segment. This mimics the current behavior of
communities in BGP and BGPsec, but one could also consider communities in other Secure Com-
munities Segments.

Now that we defined how to construct the attribute, let us see how it would work in an example.

4.3.3 A working example

Figure 4.2 depicts how such an extension would work. AS 10 originates 10.1.0.0/16, and as such signs
a BGP advertisement containing this prefix, the AS path (10), the communities (C1) and the ASN
of the recipient of the advertisement (20) with its private key. When receiving the advertisement,
AS 20 can then verify the information present in this advertisement by using AS 10’s public key. To
forward the advertisement to other ASes, AS 20 adds itself to the AS path, adds its communities
and specifies it wants to send the advertisement to AS 40. After signing the appropriate sequence
of elements, AS 20 can send the advertisement to AS 40, which will go through the same steps to
forward it to AS 50.

Again, if AS 20 wanted to forward the advertisement to AS 30, it would have needed to generate
another advertisement specific to AS 30.

Blackholing

With such an extension to BGPsec, accepting blackhole advertisements from BGP peers could be
a lot simpler. As we know which AS introduced which communities, an AS could simply generate
a table associating an ASN to a set of prefixes this AS is authorized to blackhole. This table could
be populated by RPKI/IRR data, but also manually with trusted peers, or other associations the
operator deems relevant.

Then, this AS could accept a blackholing request if the AS requesting the blackhole and the pre-
fix in the advertisement matches an association in the table. With this method, the AS performing
the check can consider all Secure Communities Segments, not just the leftmost one. If a black-
hole community present at some point in the Secure Communities Segments is removed in newer
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Figure 4.2: Modified BGPsec advertisement propagation

Secure  Communities Segments, the AS could still accept the blackholing request, unless specified
otherwise.

Note that with this method, an AS could consider accepting blackholing requests originating
more than one AS hop away.

Of course, filters preventing accidental blackholing should not be neglected. Even if we know
which AS introduced which communities, errors and misconfigurations can occur.

4.3.4 Additional considerations
Reconstructing the COMMUNITIES attribute

As mentioned previously, if a BGPsec speaker wants to forward a BGPsec advertisement to a non-
BGPsec speaker, it needs to "downgrade" the BGPsec advertisement to a normal BGP advertise-
ment. To do this with our modified version of BGPsec, an AS needs to be able to reconstruct the
COMMUNITIES attribute (in addition to the AS path [71]). This is very straightforward, as we only
need to consider the leftmost Secure Communities Segment of the advertisement: The appropriate
set of communities corresponds exactly to the value field of the TLV whose type field indicates
the use of regular communities. The AS can then modify the newly generated COMMUNITIES
attribute before forwarding it to the non-BGPsec speaker.

A similar reconstruction process can be applied for extended and large communities.

Note that as this extension to BGPsec behaves in the same way, it is vulnerable to the same
attacks. As such, this extension is still vulnerable to downgrade attacks |73].

Using the COMMUNITIES attribute

Operators may still use the COMMUNITIES attribute when some of the communities they wish
to send are meant to be used by the direct peer only. This helps with reducing the size of the
BGPsec. PATH COMMUNITIES attribute, and also provides some level of opacity, as communi-
ties transmitted via the BGPsec. PATH COMMUNITIES attribute will be seen by all the ASes
receiving the advertisement containing this attribute. Note that communities transmitted using the
standard COMMUNITIES attribute will not benefit from the security provided by the BGPsec -
PATH COMMUNITIES attribute.
Similar considerations apply to extended and large communities.

Residual vulnerabilities

With BGPsec and RPKI, the only attacks still possible in our attack taxonomy are On Path attacks.
Subsubsection 4.3.3 gives an idea of how one could defend against those remaining attacks, but more
importantly, adding communities to BGPsec allows an operator to identify a responsible AS in case
of an unwanted blackholing event. This way, those responsible for the unwanted blackholing event
can be held accountable.

On the viability of this extension to BGPsec

With the addition of communities to BGPsec, our modified version most probably performs worse
than BGPsec.

35



CHAPTER 4. SECURING BLACKHOLING 4.3. A BGPSEC SOLUTION

BGPsec performs worse than BGP overall. Advertisements are larger due to the added security
information. Advertisements are more numerous because each of them only carries a single prefix.
Processing advertisements is slower because of the validation process.

Our modified version of BGPsec will make advertisements a lot larger due to the added commu-
nity information (One set of communities per AS in the AS path). Processing advertisements will
also probably be slower than standard BGPsec.

To mitigate slow processing speeds, it is likely that BGPsec speakers will incorporate dedicated
cryptographic hardware to take care of the validation process.

Even though performance seems to be an issue, performance measurements suggest the increase
in processing time is not an issue [80]. This will need to be confirmed once BGPsec is actually
deployed.

In any case, security always comes at a price, and it is up to the operators to decide if the increase
in security BGPsec provides is worth a slight decrease in performance.

An alternative implementation

When considering our proposed implementation, one could wonder why we modified the BGPsec -
PATH attribute to include communities, instead of creating a new attribute altogether. Creating a
new attribute, BGPsec  COMMUNITIES consisting only of Secure  Communities Segments would
mean that we would need to add two additional Signature Blocks, in order to be able to verify the
authenticity and integrity of the attribute, increasing the size of our already large advertisements.

Another problem arising is that to make use of the BGPsec. COMMUNITIES attribute, we need
to correlate Secure Communities Segments with Secure Path Segments, which is not as trivial as
with our BGPsec. PATH COMMUNITIES attribute. A way of verifying this correlation could be
by checking that each Secure Communities Segment corresponding to its Secure Path Segment
have the same SKI.

A problem with the BGPsec . PATH COMMUNITIES implementation is that it is not compati-
ble with BGPsec. An AS cannot forward an advertisement containing a BGPsec. PATH COMMU-
NITIES attribute to a BGPsec speaker which does not handle BGPsec. PATH COMMUNITIES.
The AS cannot reconstruct the BGPsec  PATH attribute either, as that would require all the keys
needs to generate the Signature Blocks again. Thus, an advantage of creating a new attribute is
that the BGPsec PATH attribute is not modified, enabling compatibility with BGPsec.
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Chapter 5

A tool to detect potential attackers

In this chapter, we develop a tool to detect potential attackers using the attack taxonomy defined
in Chapter 3.

5.1 Goal of the tool

Given a topology (ASes, their security deployment and the relationships between them), an AS path
and a detector AS receiving said AS path, the tool tries to classify which ASes in the AS path might
be responsible for a blackholing attack, and of which type.

This tool can prove to be especially useful when operators keeps logs of blackholing advertise-
ments they received, as the tool can essentially be fed the topology known to the operator, and the
AS path contained in the advertisement, and give the operator a list of potential entities responsible
for the unwanted blackholing.

As we use the attack taxonomy defined in Chapter 3, the tool assumes the same threat model
and inherits the same limitations. For example, the tool does not take into account cases where the
attacker possesses two or more ASes.

5.2 Methodology

To guarantee the tool gives accurate results, we make three assumptions:
Assumption 8. The detector knows the topology.

Assumption 9. The detector knows the relationships between ASes.
Assumption 10. The attacker is in the AS path.

Those assumptions might not prove to be right in real life situations, as an AS wanting to detect
blackholing attacks might not know the full topology and all the relationships between ASes, but
only a part of it. Furthermore, the attacker might not be on the AS path at all, performing for
example a Type-U hijack. Further iterations of this tool will need to take those considerations into
account when making predictions, so that our assumptions can be relaxed.

For each security deployment, the tool is given a topology file, a security deployment file, a
detector AS and an AS path.

The topology file contains topology information. Each line consists of a triplet {AS, AS, rela-
tionship}, where the ASes are nodes and the relationship is the peering type between those ASes.
The relationship can either be provider-to-customer, in which case the relationship field will be set
to 1, or it can be a peer-to-peer relationship, in which case the relationship field is set to 2.

The security deployment file contains information about the security level of each AS. Each line
consists of a pair {AS, security level} associating an AS with its security level:

e 0: No security.
e 1: RPKI and ROV.
e 2: RPKI, ROV and BGPsec.

The following section gives an example of how the tool works.

37



CHAPTER 5. TOOL 5.3. EXAMPLE

o customer —— provider

Figure 5.1: Topology used to demonstrate the tool
5.3 Example

Figure 5.1 depicts the topology we will use in our example. All ASes in the topology have a security
level of 0, meaning they use none of the security mechanisms described earlier.
Now, let us imagine that AS 20, the AS we choose as our detector, receives the blackholing
advertisement {AS40,AS30,AS50 - P}, where P is the prefix and {AS40,AS30,AS50} is the AS path.
We can give our tool this information via this command:

$ python attack_detection_tool.py topology.dat security_deployment.dat "20" "40
— 30u50"

Given this input, our tool classifies AS 50 as a potential Type-0 attacker because the detector
cannot verify that the Origin AS is authorized to advertise P. Our tool also classifies AS 30 as a
potential On Path attacker, and AS 40 as a potential On Path with Gao-Rexford break attacker
(because AS 40 forwarded the advertisement coming from a peer to a provider).

Appendix B gives more details on how the tool behaves in different security deployments.

5.4 Additional details

The tool can display the topology in matplotlib using the "-¢" option, and has different verbosity
levels via the "-v" option.

For the deployments using RPKI and ROV (full BGPsec, full RPKI and partial RPKI), we need
to provide the tool with a list of the ASes authorized to advertise the prefix. This is done via the
"-r" option. Omitting this option will make the tool consider that the prefix is not present in the

RPKI at all.
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Chapter 6

Conclusion

In this chapter, we will go over the main contributions of this thesis. We will then try to give some
perspectives of future work.

6.1 Contributions

The purpose of this thesis was to study how blackholing, a technique used to mitigate DDoS attacks,
could be used with malicious intent in routing attacks. After proposing an attack taxonomy based
on a common and general hijacking threat model [110, 111], we tried to define additional good
practices, as those present in the literature could not prevent all of the attacks. We then proposed
an extension to the BGPsec protocol, introducing a way to attribute changes in the communities
attribute to ASes. We also prototyped a tool whose goal was to detect potential attackers, which
can be useful to determine which ASes might be responsible for an unwanted blackholing event.

6.2 Perspectives

The main contributions of this thesis are theoretical. Although they are based on best practices,
standards and scientific literature, experiments must be made to confirm our theoretical contribu-
tions. The next logical step should then be to confirm that the attacks of Chapter 3 are possible in
a real setting, using for example a similar methodology to that of [102].

Another way of expanding our work is to expand the threat model [110, 111] our work is based
upon. As we have already pointed out, the threat model can be extended to account for attackers
possessing two or more ASes. A way to extend our attack taxonomy is to consider attacks which
try to remove blackholing communities from advertisements, denying legitimate blackhole request.

In Chapter 4, we proposed an extension to the BGPsec protocol. There is room for improvement,
as we only specified the format of our attribute, its basic behavior as well as the way to handle it. To
complete this specification, we need to take into account operational and management considerations,
in order to determine undefined behavior; for example, the way confederations must process the
attribute is to be defined. As this is an extension to BGPsec, a lot of the relevant considerations for
our proposed implementation might already be present in the BGPsec literature.

Aside from completing the specification, using such an extension to BGPsec opens up other
possibilities, such as accepting blackholing requests originating more than one AS hop away. Con-
siderations for accepting such requests are still to be defined.

Moreover, the tool we designed is only a prototype. Once again, there is still plenty of room
for improvement, accounting for more cases and more realistic scenarios. Possible improvements in-
clude taking into account a partial deployment of BGPsec, simulating a more realistic topology with
routers, instead of considering an AS as a simple node in the graph, or even relaxing our assump-
tions by taking into account the local view of the detector, or considering that the attacker might
not be present in the AS path. More generally, everything making the simulation more realistic,
like simulating good practices and taking them into account to find potential attackers, can be an
improvement to the tool. An extension of the threat model can also lead to an extension of the tool.

During this internship, I had the opportunity to work on a convoluted but interesting subject.
Studying the security aspects of BGP requires taking into account a lot of different elements, namely
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networking, attacks vectors and security solutions, and considering how those elements interact with
one another.

Over the course of this intership, I gained a deeper understanding of the way trust works in
the Internet, and of the current state of Internet security. For a given AS to be able to trust BGP
advertisements, it relies on trusted authorities. While this may simplify the problem of trust in
BGP, relying on a trusted authority creates a whole other set of attack vectors [23]. With the
ultimate goal of securing Internet communications in mind, perhaps it is better to focus our efforts
or securing data delivery [125].

I think I also grasped how difficult it was to make good and accurate measurements in the
domain of networking, as well as the need for controlled experiments. Public datasets only depict
an incomplete view of the Internet, and it can sometimes be impossible to determine the cause of
an effect with uncontrolled experiments.

To conclude, I would like to thank Prof. Cristel Pelsser and Associate Prof. Stéphane Cateloin
for their help and guidance, as well as all the people who provided me with their valuable comments,
this work would not have been possible without them.
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Appendix A

The Resource Public Key Infrastructure

A.1 Ghostbuster Records

Ghostbuster Records [12]| are optional routing objects. As it was said earlier, the RPKI does not
contain any information concerning the identity of the replying parties. How does one contact a RP
if a problem arises (expired certificate, malformed ROA, ...)? This is what Ghostbuster Records are
for. A Ghostbuster Record is essentially a simplified vCard [93], containing a name, an organisation,
and at least one of the following: postal address, voice and/or fax phone, Email address.

A.2 Certificate Revocation Lists

RPs also need to be able to revoke certificates and routing objects. As it was said earlier, they do so
by directly revoking the certificate in the case of CA certificates, or by revoking the EE certificate
associated with the object in the case of routing objects.

To keep track of revoked objects, RPs use a CRL. There is only one CRL by Certification
Authority. The URI of the CRL is indicated in the CA certificate of the entity issuing the CRL as
the CRLDP.

For more details on how to publish objects in the RPKI, see [123]. For more details about the
file naming scheme of routing objects, the contents of a publication point or a structure for local
caches, see [50].

A.3 Publication points

To manage and maintain each publication point, several functionalities must be put in place, namely
downloading, uploading , modifying and deleting. Functionalities modifying the repository (addition,
deletion, modification) must support verification of the authorization of the entity performing said
modification. publication points must be accessible via rsync, although other download protocols
may also be supported. RPs can pull data from the publication points at whatever frequency they
deem appropriate.

Of course, to provide acceptable service, publication points must guarantee availability and
integrity. Availability is assured through replication of the databases. It is worth noting that except
the verification of entities modifying objects in the repository, publication points do not offer any
security. Instead, integrity is verified by local caches.

Indeed, the validation chain provided by CA certificate and EE certificates protect an RP against
addition and modification of routing objects. The validation chain cannot protect against the dele-
tion of routing objects, or the substitution of valid objects by their older non-expired non-revoked
version. This explains the creation of a new routing object: the manifest.

A.4 Manifests

“A manifest is a signed object listing of all of the signed objects (except for the manifest itself)
issued by an authority responsible for a publication in the repository system. For each unexpired
certificate, CRL or ROA issued by the authority, the manifest contains both the name of the file
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containing the object, and a hash of the file content” - Section 5 of [69]. This guarantees the integrity
of routing objects.

A manifest missing, expired, or not matching objects in the repository can indicate either an
error or an attack. In this case, it is up to the RP to decide whether to download routing objects
or not (the RP can still use its cache or contact the relevant entities to sort the problem out). For
more details about manifests, see [5].

A.5 Trust Anchor Locators

How does one bootstrap a local cache? That is, how can an RP trust that it has acquired the
correct CA certificates for the TAs it chose? Distribution of those certificates can be done online or
out-of-band, but doing so over insecure communication channels would defeat the purpose of RPKI.

Trust Anchor Locators (TALs) were introduced to simplify CA certificate distribution. A
TAL contains an rsync URI [124] and the public key [22] of the CA certificate encoded in Base64
(Section 4 of [61]). A TAL can be distributed by mail, by HTTPs or any other alternate channel
to ensure correct distribution. Once an RP has downloaded the root certificate via the rsync URI,
it can compare the public key of the certificate with the public key in the TAL, to verify that the
downloaded certificate is indeed the one specified in the TAL. For more details about TALSs, see [53]
(obsoleted by [54]).
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Appendix B

Tool behavior

Different security deployments leverage different methods to find potential attackers. The following
sections go over different security deployments and specifies those methods.

B.1 Fully deployed BGPsec

In this deployment, the tool only needs to account for On Path attacks, as all other attacks are
prevented by the security deployment (Section 3.2). Thus, to find potential attackers, we iterate on
the AS path, considering ASes two by two'.

If forwarding the advertisement on the link between the considered ASes does not respect Gao-
Rexford rules, we add the AS to the list of potential On Path with Gao-Rexford break attackers. If
this is not the case, we add the AS to the list of potential On Path attackers.

B.2 Fully deployed RPKI

In this deployment, the tool needs to account for On Path attacks, as well as Type-N and Type-U
hijacks. Taking into account Assumption 10, Type-U hijacks are reduced to either an On Path
attack or an On Path with Gao-Rexford break attack, leaving Type-N hijacks to handle.

The method to find potential attackers is similar to the one in the full BGPsec deployment, but
here, we also check if the link between the considered ASes exists or not. If the link does not exist,
this means the AS claiming to have received an advertisement on this link lied, so we can add it to
the list of potential Type-N hijackers, relative to their position in the AS path.

B.3 Partially deployed RPKI

In this deployment, the tool needs to account for On Path attacks, as well as Type-0, Type-N and
Type-U hijacks. Like with the full RPKI deployment, taking into account Assumption 10, Type-U
hijacks are reduced to either an On Path attack or an On Path with Gao-Rexford break attack.

Unlike with the full RPKI deployment, the detector AS might not enforce ROV, and the prefix
might not be in the RPKI. If either one of those is true, the detector cannot perform ROV, and
the method used to determine potential attackers is the same as the method used when no security
mechanisms are deployed.

If the prefix is in the RPKI, and the detector performs ROV, we use the same method as in the
full RPKI deployment, except we also verify that the Origin AS is authorized to advertise the prefix.

B.4 No security

In this deployment, the tool needs to account for On Path attacks, as well as Type-0, Type-N and
Type-U hijacks. Like with the full RPKI deployment, taking into account Assumption 10, Type-U
hijacks are reduced to either an On Path attack or an On Path with Gao-Rexford break attack.

Tn our example, the AS path is {AS40,AS30,AS50}, so the iteration would first consider {AS30,AS50}, then
{AS40,AS30}
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The method to find potential attackers is similar to the one in the full RPKI deployment, but
as the detector cannot perform ROV, the Origin AS cannot be trusted as is thus classified as a
potential Type-0 hijacker, provided that the link between the Origin AS and the second AS of the
AS path exists.
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Acronyms

ACL Access Control List. 8, 11, Glossary: ACL

ATA Authority Information Access. 16, Glossary: AIA

AS Autonomous System. 2-5, 840, 43, 44, Glossary: AS

ASN AS Number. 2, 3, 10, 13-15, 17-21, 24, 30, 34, Glossary: ASN

BGP Border Gateway Protocol. 2-5, 8-14, 16-18, 20-25, 29, 30, 34-36, 39, 40, Glossary: BGP

CA Certification Authority. 15, 16, Glossary: CA

CDN Content Delivery Network. 5, Glossary: CDN

CharGen Character Generator Protocol. 7, Glossary: CharGen

CLDAP Connectionless Lightweight Directory Access Protocol. 6, Glossary: CLDAP
CMS Cryptographic Message Syntax. 15, Glossary: CMS

CRL Certificate Revocation List. 16, 41, Glossary: CRL

CRLDP CRL Distribution Point. 16, 41, Glossary: CRLDP

DDoS Distributed Denial of Service. 5-8, 10, 22, 39, Glossary: DDoS
DNS Domain Name System. 6, 8, 17, Glossary: DNS

DoS Denial of Service. 5, 20, Glossary: DoS

DRDoS Distributed Reflective Denial of Service. 7, Glossary: DRDoS

eBGP External BGP; Exterior Border Gateway Protocol. 3, 10, 18, 23, 24, 32, Glossary: eBGP

EE certificate End-Entity certificate. 15, 41, Glossary: EE certificate

iBGP Internal BGP; Interior Border Gateway Protocol. 3, 9-11, 18, Glossary: iBGP
ICMP Internet Control Message Protocol. 7, 11, Glossary: ICMP

IP Internet Protocol. 3, 6-8, 10, 12, 14-16, 22, 32, Glossary: IP

IPsec IP Security. 20, Glossary: IPsec

IPv4 Internet Protocol version 4. 4, 22, 32, Glossary: 1Pv4

IPv6 Internet Protocol version 6. 4, 9, 22, 32, Glossary: IPv6

IRR Internet Routing Registry. 14, 22, 24, 25, 30, 32, 34, Glossary: IRR

ISP Internet Service Provider. 5, 10, 15, Glossary: ISP

IXP Internet eXchange Point. 5, 10, 24, 30, 32, Glossary: IXP
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Acronyms Acronyms

NLRI Network Layer Reachability Information. 19, Glossary: NLRI
NTP Network Time Protocol. 7, Glossary: NTP

PKI Public Key Infrastructure. 15, Glossary: PKI
QoS Quality of Service. 11, Glossary: QoS

RADD Routing Assets Database. 14, Glossary: RADb

RIB Routing Information Base. 4, Glossary: RIB

RIR Regional Internet Registry. 15, Glossary: RIR

ROA Route Origin Authorization. 15-17, 20, 29, 41, Glossary: ROA
ROV Route Origin Validation. 27-30, 37, 38, 43, 44, Glossary: ROV
RP Relying Party. 15-18, 20, 41, 42, Glossary: RP

RPKI Resource Public Key Infrastructure. 14-18, 20-22, 24, 25, 27-30, 32-35, 37, 38, 41-44,
Glossary: RPKI

RRDP RPKI Repository Delta Protocol. 16, Glossary: RRDP
RRL Response Rate Limiting. 8, Glossary: RRL
RTBH Remote Triggered Black Hole. 8, 24, 26, Glossary: RTBH

SIA Subject Information Access. 16, Glossary: SIA

SIP Session Initiation Protocol. 7, Glossary: SIP

SKI Subject Key Identifier. 19, 36, Glossary: SKI

SNMP Simple Network Management Protocol. 7, Glossary: SNMP
SSDP Simple Service Discovery Protocol. 7, Glossary: SSDP

TA Trust Anchor. 15, 42, Glossary: TA

TAL Trust Anchor Locator. 42, Glossary: TAL

TCP Transmission Control Protocol. Glossary: TCP

TCP AO TCP Authentication Option. 20, Glossary: TCP AO
TLV type-length-value. 34, 35, Glossary: TLV

UDP User Datagram Protocol. 6-8, Glossary: UDP
URI Uniform Resource Identifier. 16, 41, 42, Glossary: URI
uRPF unicast Reverse Path Forwarding. 10, 11, Glossary: uRPF

VRP Validated ROA Payload. 16, 17, Glossary: VRP
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Glossary

ACL List of rules acting as filters to control inbound and outbound traffic. 8
Adj-RIB-In Data table containing routes learned from neighbors. 4

Adj-RIB-Out Data table containing routes selected from Loc-RIB, which the router will announce
to its neighbors. 4

ATA URI referencing the location of the parent CA certificate. 16
AS Network or collection of networks under the control of a single entity. 2

AS path Sequence of ASes traversed to reach a destination. 2, 5, 10, 12-14, 18, 21, 22, 24-28,
30-39, 43, 44

ASN Unique AS identifier. 2

BGP The de-facto inter-domain routing protocol in the Internet. 2

BGP speaker Router capable of using BGP to communicate with other BGP speakers. 2-4, 9, 10,
18, 21, 24

BGPsec BGP extension providing security for the AS path attribute. 18-22, 25-30, 32-39, 43

BGPsec speaker Router capable of using BGPsec to communicate with other BGPsec speakers.
18-20, 35, 36

Blackholing (also RTBH) DDoS mitigation technique consisting of specifying that a set of routers
or a network should discard any traffic destinated towards a specified IP prefix. 8-13, 21-35,
37-39, 49

Border router Router located at the border of an AS, communicating with routers in other ASes.

2,812, 25

Botnet Group of Internet devices used together towards a specific goal. 7

CA Entity holding resources in the RPKI. 15

CA certificate (also Resource certificate) Certificate attesting to the ownership of resources to
a given CA. 15, 16, 41, 42, 49

CDN Geographically distributed group of servers providing fast delivery of content. 5

CharGen Protocol sending random characters to connecting hosts. Used for testing, debugging
and measurement purposes [96]. 7

CLDAP Protocol used to lookup small amounts of information held in a directory [127]. 6

CMS Syntax used to digitally sign, digest, authenticate, or encrypt arbitrary message content [47].
15

Community Group of destinations which share some common property [17]. 3, 9-11, 18, 21-28,
30-36, 39
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Confederation AS divided into multiple internal sub-ASes to reduce iBGP mesh size, but still
advertised as a single AS to external peers. 3, 18, 20, 39

CRL List of revoked certificates. 16
CRLDP Distribution point of CRLs. 16

DDoS DoS attack originating from multiple sources. 5

DNS Decentralized naming system for Internet resources. Mostly known for translating domain
names to IP addresses [84, 85]. 6

DNS resolver Public DNS server configured to respond to hosts outside of their domain. 6, 7

DoS Attack trying to make a machine, service or network unavailable by flooding the target with
requests. 5

DRDoS DDoS attack combining reflection and amplification. 7

eBGP BGP running between two routers in different ASes. 3

EE certificate Certificate used by a CA to sign routing objects. 15

Hijack Illegitimate advertisement of a route. 12-14, 18, 24-31, 37, 43, 48

Hijacking See hijack. 12, 13, 25, 39

iBGP BGP running between two routers in the same AS. 3

ICMP Protocol used to send error messages and operational information in IP networks [95]. 7
IP Communication protocol designed for use in packet-switched computer networks [97]. 3
IPsec Suite of protocols providing security to Internet communications at the IP layer [35]. 20
IPv4 Fourth version of the Internet Protocol [97]. 4

IPv6 Most recent version of the Internet Protocol [27]. 4

IRR Distributed routing database capable of origin validation. 14

ISP Entity providing access to the Internet. 5

IXP Infrastructure enabling ASes to exchange Internet traffic in a multilateral interconnection. 5

Leak Accidental hijack of a route. 12

Loc-RIB Data table containing routes selected from Adj-RIB-In by applying import policies. 4

NLRI Field of a BGP UPDATE message containing prefix information. 19

NTP Protocol used for clock synchronization between IP devices [82]. 7

Origin AS Rightmost AS in the AS path attribute; AS originating the prefix. 2, 13-15, 17, 21,
28-30, 38, 43, 44

Origin ASN ASN of the Origin AS. 16, 17

Origin validation (also ROV) Process of validating the origin of a route. 14, 15, 20, 21, 24, 49

Path validation Process of validating the AS path of a route. 14, 18, 20

PKI Hierarchic infrastructure used to manage public keys. 15

48



Glossary Glossary

Prefix IP prefix; Block of IP addresses. 2—4, 8-26, 28-30, 32-34, 36, 38, 43
Prefix holder Legitimate holder of IP address space. 14, 15

Publication point Repository containing all the routing objects associated with a CA certificate.
15, 16, 41

QoS Set of techniques used to manage resources, in order to meet certain requirements. 11

RADbD Distributed routing database capable of origin validation. 14
Resource certificate See CA certificate. 14, 15

RIB Data table listing routes to available destinations. 4

RIR Entity managing Internet number resources. 15

ROA Routing object providing an authorization by a prefix holder that a given AS is permitted to
originate routes to a set of prefixes. 15

Route Unit of information that associates a set of destinations described by an IP address prefix
with a set of attributes of a path to those destinations [100]. 2-5, 9-20, 22, 24, 26, 27, 29

Route server Third-party brokering system. Used at IXPs to manage BGP sessions. 5, 18, 20,
24, 30, 32

ROV See origin validation. 27

RP Entity participating in the PKI. 15

RPKI Distributed hierarchic public key infrastructure capable of origin validation. 14
RRDP Protocol used to collect RPKI information from publication points [11]. 16

RRL Mitigation technique consisting of reducing the rate at which servers respond to a high amount
of forged queries. 8

RTBH See blackholing. 8

STA URI referencing the repository associated with a CA certificate. 16

SIP Protocol used to manage real-time communications (voice, video, ...) [105]. 7
SKI Identifier of the certificate used to generate a given Signature. 19

SNMP Protocol used for monitoring devices on IP networks [16]. 7

SSDP Protocol enabling the advertisement and discovery of network services and presence infor-
mation [2]. 7

Sub-prefix More specific prefix in relation to a given prefix. 13, 18, 25, 26, 28, 29

TA Authoritative entity represented by a public key and associated data [48]. 15

TAL Format used to distribute TA material [53]. 42

TCP AO TCP option to authenticate TCP segments [117]. 20

TLV Encoding format indicating the type, the length and the value of a given element. 34

Traffic scrubbing The action of processing traffic, detecting malicious traffic and dropping it, then
forwarding the "cleaned" traffic to the destination. 8, 11

UDP Communication protocol built on top of the Internet Protocol [94]. 6
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URI Compact sequence of characters that identifies an abstract or physical resource [9]. 16

uRPF Technique used to discard malicious traffic, dropping packets if their source address is un-
reachable. 10

VRP Payload containing prefix origin data (IP address, prefix length, maximum length, Origin
ASN) [87]. 16
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